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THE INFORMATION CONTAINED IN THIS DOCUMENT IS DISTRIBUTED ON AN AS IS BASIS
WITHOUT ANY WARRANTY EITHER EXPRESS OR IMPLIED. The use of this information or the
implementation of any of these techniques is the customer’s responsibility and depends on the customer’s
ability to evaluate and integrate them into the customer’s operational environment. While each item has
been reviewed by Telecommunications Technology Association for accuracy in a specific situation, there
is no guarantee that the same or similar results will be obtained elsewhere. Customers attempting to
adapt these techniques to their own environment do so at their own risk.

This publication was produced in the United States. Telecommunications Technology Association may not
offer the products, services, or features discussed in this document in other countries, and the information
is subject to change with notice. Consult your local Telecommunications Technology Association
representative for information on products and services available in your area.

© Copyright Telecommunications Technology Association 2019. All rights reserved.
Permission is hereby granted to reproduce this document in whole or in part, provided the copyright notice
as printed above is set forth in full text on the title page of each item reproduced.

Trademarks

SPC Benchmark 2, SPC-2, SPC-2 MBPS, and SPC-2 Price-Performance are trademarks of the Storage
Performance Council. The TTA logo is a trademark or registered trademark of Telecommunications
Technology Association in the United States and other countries. All other brands, trademarks, and
product names are the property of their respective owners.
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AUDIT CERTIFICATION

Info

a Rinht e Enr 2i7in
E HIYN MeElnic rol ol

Hyo-Sil Kim

Telecommunications Technology Association
47, Bundang-ro, Bundang-gu, Seongnam-city
Gyeonggi-do, 13591

Republic of Korea

September 28, 2019

| verified the SPC Benchmark 2™ [SPC-2 ™ v1.7.0) test execution and performance results of

the following Tested Storage Product:

SCALEWAY SG1000-UF

The results were:

SPC-2 MBPS™ 5,549.37

SPC-2 Price-Performance ™ $6.67/SPC-2 MBPS ™
Total ASU Capacity 47,244,640 GB

Data Protection Level Protected 1 (RAID-5)
Total Price (including 3-year maintenance) $37,035.35

Currency Used U.S. Dollars

Target Country for Availability, Sales and Support  Republic of Korea

In my opinion, these performance results were produced in compliance with the SPC
requirements for the benchmark. In particular, the following requirements were reviewed and
found compliant with V1.7.0 of the SPC Benchmark 2™ specification:

¢ A letter of Good Faith, signed by a senior executive.
® The following Data Repository items were verified by information supplied by
Telecommunications Technology Association:
o Physical Storage Capacity and associated requirements
o Configured Storage Capacity and associated requirement
o Addressable Storage Capacity and associated requirements
o Capacity of each Logical Volume and associated requirements
o Capacity of the Application Storage Unit (ASU) and associated requirements
* The total Application Storage Unit (ASU) Capacity was filled with random data, using an
auditor-approved tool, prior to execution of the SPC-2 Tests.

® The accuracy of the Benchmark Configuration diagram

63 Lourdes Dr. | Leominster, MA 014532 | 978-343-6562 | www.sizing.com
SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
Telecommunications Technology Association Submitted: October 1, 2019
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AUDIT CERTIFICATION

* The tuning parameters used to configure the Benchmark Configuration

*  SPC-2 Workload Generator commands and parameters used for the audited SPC-2 Test

Runs.

* The following Host System requirements were verified by information supplied by

Telecommunications Technology Association:

[

[

The type of Host Systems, including the number of processors and the amount of
main memaory

The presence and version number of the SPC-2 Workload Generator on each
Host System.

The TSC boundary within each Host System.

* The execution of the following Tests, including all Test Phases and Test Runs, was found

compliant with all applicable requirements and constraints.

[

[

o

[

Large Database Query Test
Large File Processing Test
Video on Demand Delivery Test

Data Persistence Test

* The submitted pricing information met all applicable requirements and constraints.

The Full Disclosure Report for this result was prepared in accordance with the disclosure

requirements set forth in the specification for the benchmark. The report, prepared by

InfoSizing and reviewed by Telecommunications Technology Association, can be found at

www.storageperformance.org under the Submission Identifier B12005.

Additional Audit Notes:

MNone.

Respectfully Yours,

Doug Johnson, Certified SPC Auditor

SPC BENCHMARK 2™ v1.7.0
Telecommunications Technology Association

SCALEWAY SG1000-UF

63 Lourdes Dr. | Leominster, MA 01453 | 978-343-6562

WL SIZING.COM
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LETTER OF GOOD FAITH

ATA STRYST A SnY]

47, Bundang-ro, Bundang-gu, Seongnam-city,

Gyeonggi-do, 13591, Republic of Korea
TEL: 82-31-724-0114

September 23, 2019
From: Telecommunications Technology Association

To: Mr. Doug Johnson, Certified SPC Auditor
InfoSizing
63 Lourdes Drive
Leominster, MA 01453

Subject: SPC-2 Letter of Good Faith for NETCLIPS Scaleway SG1000-UF

Telecommunications Technology Association is the SPC-2 Test Sponsor for
the above listed project. To the best of our knowledge and belief, the required
SPC-2 benchmark results and materials we have submitted for that product
are complete, accurate, and in full compliance with V1.7 of the SPC-2

benchmark specification.

In addition, we have reported any items in the Benchmark Configuration and
execution of the benchmark that affected the reported results even if the
items are not explicitly required to be disclosed by the SPC-2 benchmark

specification.

Signed?/M C[ S Date:gefv ;g’ ZO;P

Cheol-Soon Park
Vice President,
Telecommunications Technology Association

SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
Telecommunications Technology Association Submitted: October 1, 2019
SCALEWAY SG1000-UF Submission ID: B12005
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EXECUTIVE SUMMARY

Test Sponsor and Contact Information

Test Sponsor and Contact Information

Test Sponsor Telecommunications Technology Association —
http://tta.or.kr/eng/index.jpg
Hyo-Sil Kim — hyosil. kim@tta.or.kr

Auditor InfoSizing — http://www.sizing.com/

Doug Johnson — doug@sizing.com

Primary Contact

Revision Information and Key Dates

Revision Information and Key Dates

SPC-2 Specification revision number v1.7.0
SPC-2 Workload Generator revision number V13.4
Date Results were first used publicly October 1, 2019
Date FDR was submitted to the SPC October 1, 2019

Date the TSC will be available for shipment to

Currently Available
customers

Date the TSC completed audit certification September 28, 2019

Tested Storage Product Description

SCALEWAY SG1000-UF is the unified storage system that supports both SAN and NAS, while providing the
following key advantages:

e User-oriented volume configuration using storage virtualization that supports 8PB as a single volume
(Multi-volume configurable)

e Easy expansion by Dynamic Provisioning and simplified, lower cost management using a web-based,
user-friendly Graphic User Interface

SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
Telecommunications Technology Association Submitted: October 1, 2019
SCALEWAY SG1000-UF Submission ID: B12005
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SPC-2 Reported Data

SPC-2 Reported Data consists of three groups of information:

e The following SPC-2 Primary Metrics, which characterize the overall benchmark result:
o SPC-2 MBPS™
o SPC-2 Price Performance™
o Application Storage Unit (ASU) Capacity

e  Supplemental data to the SPC-2 Primary Metrics.
o Total Price
o Data Protection Level
o Currency Used
o Target Country

¢ Reported Data for each SPC Test: Large File Processing (LFP), Large Database Query (LDQ), and
Video on Demand Delivery (VOD) Test.

SPC-2 MBPS™ represents the aggregate data rate, in megabytes per second, of all three SPC-2 workloads:
Large File Processing (LFP), Large Database Query (LDQ), and Video on Demand (VOD).

SPC-2 Price-Performance™ is the ratio of Total Price to SPC-2 MBPS™.

ASU (Application Storage Unit) Capacity represents the total storage capacity available to be read and
written in the course of executing the SPC-2 benchmark.

Total Price includes the cost of the Priced Storage Configuration plus three years of hardware maintenance
and software support.

Data Protection Level of Protected 1 using RAID-5, which distributes check data corresponding to user
data across multiple disks in the form of bit-by-bit parity.

Protected 1: The single point of failure of any storage device in the configuration will not result in permanent
loss of access to or integrity of the SPC-2 Data Repository.

Currency Used is formal name for the currency used in calculating the Total Price and SPC-2 Price-
Performance™. That currency may be the local currency of the Target Country or the currency of a
difference country (non-local currency).

The Target Country is the country in which the Priced Storage Configuration is available for sale and in
which the required hardware maintenance and software support is provided either directly from the Test
Sponsor or indirectly via a third-party supplier.

SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
Telecommunications Technology Association Submitted: October 1, 2019
SCALEWAY SG1000-UF Submission ID: B12005
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SPC-2 Reported Data

SCALEWAY SG1000-UF

SPC-2 MBPS™

SPC-2 Price-
Performance

ASU Capacity (GB)

Total Price

Data Protection
Level

5,549.37

$6.67

47,244.640

$37,035.35

Protected 1 (RAID-5)

The above SPC-2 MBPS™ value represents the aggregat
Database Query (LDQ), and Video On Demand (VOD).

e data rate of all three SPC-2 workloads: Large File Processing (LFP), Large

Currency Used:

"Target Country":

U.S. Dollars

Republic of Korea

SPC-2 Large File Processing (LFP) Reported Data

Data Rate (MB/second)

Number of Streams

Data Rate per

Price-Performance

Stream
LFP Composite 4,534.95 $8.17
Write Only:
1024 KiB Transfer 2,805.49 16 175.34
256 KiB Transfer 2,783.77 16 173.99
Read-Write:
1024 KiB Transfer 4,821.34 32 150.67
256 KiB Transfer 4,454.10 64 69.60
Read Only:
1024 KiB Transfer 6,216.47 32 194.26
256 KiB Transfer 6,128.53 64 95.76

The above SPC-2 Data Rate value for LFP Composite represents the aggregate performance of all three LFP Test Phases: (Write Only,

Read-Write, and Read Only).

SPC-2 Large Database Query (LDQ) Reported Data

Data Rate (MB/second)

Number of Streams

Data Rate per

Price-Performance

Stream

LDQ Composite 5,978.99 $6.19
1024 KiB Transfer Size

4 1/0Os Outstanding 6,203.78 8 775.47

1 1/O Qutstanding 6,218.37 32 194.32
64 KiB Transfer Size

4 1/Os Outstanding 5,813.56 64 90.84

1 1/O QOutstanding 5,680.24 256 22.19

The above SPC-2 Data Rate value for LDQ Composite represents the aggregate performance of the two LDQ Test Phases: (1024 KiB

and 64 KiB Transfer Sizes).

SPC-2 Video On Demand (VOD) Reported Data

Data Rate (MB/second) Number of Streams Datgtfeeaatl;anper Price-Performance
6,134.17 7,800 0.79 $6.04
SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report

Telecommunications Technology Association
SCALEWAY SG1000-UF

Submitted: October 1, 2019

Submission ID: B12005
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Storage Capacities, Relationships and Utilization

The following four charts and table document the various storage capacities, used in this benchmark, and
their relationships, as well as the storage utilization values required to be reported.

Physical Storage Capacity: 76,815.120 GB

UnusedPhysical
Capacity:
16,803.260 GB

(21.87%)

Data Capacity:
48,000.555
GB (62.49%)
(15 63%
GIobaIStorage )
Overhead: Overhead&Metadata: Spari ngCa pacity:
0.000 GB (0.00%) 8.933 GB (0.01%) 0.000 GB (0.00%)
Configured Storage Capacity: 60,011.860 GB
Spares:
0.000 GB (0.00%)

1 y

Addressable
Storage Capacity:
48,000.555 GB
(79.99%)

/\
Unused Data Capacity:

Overhead & Metadata:
8.933 GB (0.01%) 0.000 GB (0.00%)
SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
Telecommunications Technology Association Submitted: October 1, 2019
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Addressable Storage Capacity: 48,000.555 GB

Unused Addressable
Capacity:
755.914 GB (1.57%)

Total Unused Storage Capacity Ratio and Details

Total Unused

Physical Storage Capacity: Storage Capacity:
76,815.120 GB 17,559.174 GB
(22.86%)
o —

Physical Storage

CapacityUsed:
59,255.945 GB
(77.14%)
Unused
Addressable
\ Capacity:
755.914 GB
Unused Configured (4.30%)
Capacity:
0.000 GB (0.00%)
SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
Telecommunications Technology Association Submitted: October 1, 2019

SCALEWAY SG1000-UF Submission ID: B12005



EXECUTIVE SUMMARY Page 14 of 65

SPC-2 Storage Capacity Utilization

Application Utilization 61.50%

Protected Application Utilization 77.13%

Unused Storage Ratio 22.86%

Application Utilization: Total ASU Capacity (47,244.640 GB) divided by Physical Storage Capacity
(76,815.120 GB).

Protected Application Utilization: Total ASU Capacity (47,244.640 GB) plus total Data Protection
Capacity (12,002.372 GB) minus unused Data Protection Capacity (0.000 GB) divided by Physical Storage
Capacity (76,815.120 GB).

Unused Storage Ratio: Total Unused Capacity (17,559.174 GB) divided by Physical Storage Capacity
(76,815.120 GB) and may not exceed 45%.

Priced Storage Configuration Pricing

Part No. | Description |Source |Qty| Unit Price | Ext. Price | Disc. | Disc. Price

Hardware & Software

SGFC16G-4P Qlogic QLE2694 16Gbps FC HBA (quad port) 2 1 5,200.00| 5,200.00|75.2% 1,289.60
SCALEWAY NAS SG1000-UF Unified Storage System 4U/36bay
CPU :Intel Xeon Silver 4110 2.1GHz, 16G/s FC 4Ports, 4 Ports iSCSI, or 10Gb 2Ports
SG1000-BAUF3{Slot(s) for NAS, 2 1 (44,841.00|44,841.00(75.2%| 11,120.57
Dual (PSU+FAN Module), 2GB Cache SAS Raid Controller (12Gb/s SAS 8 Channel),
0OS Disk Mirror supported, 36ea SSD trays, Rackmount Kit
SG8GBDDR4 8GB DIMM modules for SG1000-UF 2 4 280.00( 1,120.00(75.2% 277.76
SGRAIDBBU Cache backup Battery (cachevault), bracket 2 1 1,253.00| 1,253.00|75.2% 310.75
OM310GB10M |Optical FCcable, LC-LC, MM-50/125, Duplex, LC, wave-length 850nM, 10 Meters 2 4 110.00 440.00| 75.2% 109.12
SGSFP-16G 16GB/s FC SFP optical transceiver, LC, Multi-mode, 850nm 2 4 538.00| 2,152.00|75.2% 533.70
SGFC16G-2P Host Interface, C43FC-16G, Dual ports 2 2 2,171.00| 4,342.00|75.2% 1,076.82
SG1S83TB 2.5"SSD 6Gbps 3.84TB 2 20  4,352.00(87,040.00| 75.2%| 21,585.92
Hardware & Software Subtotal | 36,304.24
Support & Maintenance
SGSVC-1000UF |3 Years Support for all configured components with 4h x 24/7 on site service | 2 | 1 | 2,948.00 | 2,948.00 |75.2% 731.11
Support & Maintenance Subtotal 731.11
SPC-2 Total System Price | 37,035.35

Price Source Key: 1=TTA; 2 =NetClips

Prices used in SPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated components. Individually negotiated discounts are not permitted. Special prices based on
assumptions about past or future purchases are not permitted. All discounts reflect standard pricing policies for the listed components. For complete details, see the pricing sections of the SPC benchmark
specifications. If you find that the stated prices or maintenance levels are not available according to these terms, please informthe SPC at spcadmin@spcresults.org.

The above pricing includes the following:
e Acknowledgement of new and existing hardware and/or software problems within four hours.

e Onsite presence of a qualified maintenance engineer or provision of a customer replaceable part
within four hours of the above acknowledgement for any hardware failure that results in an
inoperative Priced Storage Configuration component.

Differences between Tested Storage Configuration and Priced
Storage Configuration

There were no differences between the TSC and Priced Storage Configuration.
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Priced Storage Configuration Diagram

QLogic
QLE2694
16gx 4 =6.4GB/sec
QLogic
QLE2662 SCALEWAY (SG1000-UF)
2 Mini-SAS 3.0 ,
1x4 12Gb/s per channel RAID card (AOC-S3108L-H8iR)
MegaRAID SAS-3 3108 chip

20 x 3840GB SSD
2.5” SATAG Gb/s

Priced Storage Configuration Components

Priced Storage Configuration
1x QLogic QLE2694 16Gbps FC HBA (quad-port)
SCALEWAY SG1000-UF

1x Controller (Intel® Xeon® Silver 4110 CPU @ 2.10 GHz)
32 GB mainh memory

L1 cache 32K, L2 cache 1024K, L3 cache 11264K

2x QLogic QLE2662 16 Gbps FC HBA (dual port)
1x MegaRAID 3108 SAS Controller
2x SAS/SATA support backplanes

20x 3840 GB Micron 5200 ECO 2.5” SATA 6 Gb/s SSD
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CONFIGURATION INFORMATION

This portion of the Full Disclosure Report documents and illustrates the detailed information necessary to
recreate the Benchmark Configuration (BC), including the Tested Storage Configuration (T'SC), so that the SPC-
2 benchmark result produced by the BC may be independently reproduced.

In each of the following sections of this document, the appropriate Full Disclosure Report requirement, from the
SPC-2 benchmark specification, is stated in italics followed by the information to fulfill the stated requirement.

Benchmark Configuration/Tested Storage Configuration
Diagram

Clause 10.6.6

The FDR will contain a one page BC/TSC diagram that illustrates all major components of the
BC/TSC.

Please see Benchmark Configuration / Tested Storage Configuration Diagram.

Storage Network Configuration

Clause 10.6.6.1
If a storage network was configured as a part of the Tested Storage Configuration and the Benchmark
Configuration described in Clause 10.6.6 contains a high-level illustration of the network configuration,

the Executive Summary will contain a one page topology diagram of the storage network as illustrated
in Figure 10.11.

Please see Storage Network Configuration Diagram.

Host System and Tested Storage Configuration Table

Clause 10.6.6.2
The FDR will contain a table that lists the major components of each Host System and the Tested
Storage Configuration.

Please see Host System and Tested Storage Configuration Components.

Storage Network Configuration Diagram

The Benchmark Configuration utilized direct-attached storage.
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Benchmark Configuration/Tested Storage Configuration
Diagram

Host System
KTNF KRS580S1

[ U ] T Ny R,

16Gb FC connections
SCALEWAY (SG1000-UF) (quad-port)

SCALEWAY HBA

External Storage Controller

20 x 3840GB SSD

2.5” SATA 6 Gb/s

~ Tested Storage Configuration (TSC) = ---ccmmmm e - - 1
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Host System and Tested Storage Configuration Components

Host Systems

1x KTNF KRS580S1, with:
2x Intel® Xeon® Gold 6140 CPU @ 2.30 GHz Processors (18 cores/processor)
L1 cache 32K, L2 cache 1024K, L3 cache 25344K
768 GB main memory
2x 600 GB HDD (RAID 1)
Red Hat Enterprise 7.6
PCI-Express 3.0

Tested Storage Configuration

1x QLogic QLE2694 16Gbps FC HBA (quad-port)

SCALEWAY SG1000-UF

1x Controller (Intel® Xeon® Silver 4110 CPU @ 2.10 GHz)
32 GB main memory
L1 cache 32K, L2 cache 1024K, L3 cache 11264K

2x QLogic QLE2662 16 Gbps FC HBA (dual port)
1x MegaRAID 3108 SAS Controller
2x SAS/SATA support backplanes

20x 3840 GB Micron 5200 ECO 2.5” SATA 6 Gb/s SSD

Customer Tunable Parameters and Options

Clause 10.6.7.1

All Benchmark Configuration (BC) components with customer tunable parameter and options that have
been altered from their default values must be listed in the FDR. The FDR entry for each of those
components must include both the name of the component and the altered value of the parameter or
option. If the parameter name is not self-explanatory to a knowledgeable practitioner, a brief description
of the parameter’s use must also be included in the FDR eniry.

Please see Appendix B: Customer Tunable Parameters and Options.

Tested Storage Configuration Creation and Configuration

Clause 10.6.7.2

The Full Disclosure Report must include sufficient information to recreate the logical representation of
the Tested Storage Configuration (TSC). In addition to customer tunable parameters and options
(Clausel0.6.6.1), that information must include, at a minimum:
e A diagram and/or description of the following:
o All physical components that comprise the TSC. Those components are also illustrated
in the BC Configuration Diagram in Clause 10.6.5.7 and the Storage Network
Configuration Diagram in Clause 10.6.5.8.
o The logical representation of the TSC, configured from the above components that will
be presented to the SPC-2 Workload Generator.
e Listings of scripts used to create the logical representation of the TSC.
o If scripts were not used, a description of the process used with sufficient detail to recreate the
logical representation of the T'SC.
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Please see Appendix C: Tested Storage Configuration Creation.

SPC-2 Workload Generator Storage Configuration

Clause 10.6.7.3

The Full Disclosure Report will include all SPC-2 Workload Generator storage configuration commands
and parameters used in the SPC-2 benchmark measurement.

Please see Appendix D: SPC-2 Workload Generator Storage Commands and Parameter Files.

ASU Pre-Fill

Clause 6.3.3

The SPC-2 ASU is required to be completely filled with specified content prior to the execution of audited
SPC-2 Tests. The content is required to consist of random data pattern such as that produced by an
SPC recommended tool.

Clause 6.3.3.3

The required ASU pre-fill must be executed as the first step in the uninterrupted benchmark execution
sequence described in Clause 6.4.2. That uninterrupted sequence will consist of: ASU Pre-Fill, Large
File Processing, Large Database Query, Video on Demand Delivery and Persistence Test Run 1. The
only exception to this requirement is described in Clause 6.3.3.4.

Clause 6.3.3.4

If approved by the Auditor, the Test Sponsor may complete the required ASU pre-fill prior to the
execution of the audited SPC-2 Tests and not as part of the SPC-2 Test execution sequence.

The Auditor will verify the required random data pattern content in the ASU prior to the execution of
the audited SPC-2 Tests. If that verification fails, the Test Sponsor is required to reload the specified
content to the ASU.

Please see Appendix D: SPC-2 Workload Generator Storage Commands and Parameter Files.
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SPC-2 DATA REPOSITORY

This portion of the Full Disclosure Report presents the detailed information that fully documents the various
SPC-2 storage capacities and mappings used in the Tested Storage Configuration. SPC-2 Data Repository
Definitions contains definitions of terms specific to the SPC-2 Data Repository.

In each of the following sections of this document, the appropriate Full Disclosure Report requirement, from the
SPC-2 benchmark specification, is stated in italics followed by the information to fulfill the stated requirement.
Storage Capacities and Relationships

Clause 10.6.8.1

Two tables and four charts documenting the storage capacities and relationships of the SPC-2 Storage
Hierarchy (Clause 2.1) shall be included in the FDR. ... The capacity value in each chart may be listed
as an integer value, for readability, rather than the decimal value listed in the table below.

Storage Capacities

The Physical Storage Capacity consisted of 76,815.120 GB distributed over 20 disk drives each with a
formatted capacity of 3,841 GB. There was 16,803.260 GB (21.87%) of Unused Storage within the
Physical Storage Capacity. Global Storage Overhead consisted of 0.000 GB (0.00%) of the Physical
Storage Capacity. There was 0.000 GB (0.00%) of Unused Storage within the Configured Storage
Capacity. The Total ASU Capacity utilized 100.00% of the Addressable Storage Capacity resulting in
755.914 GB (1.57%) of Unused Storage within the Addressable Storage Capacity. The Data Protection
(RAID-5) capacity was 12,002.372 GB of which 12,002.372 GB was utilized. The total Unused Storage
was 17,5659.174 GB.

Note: The configured Storage Devices may include additional storage capacity reserved for system
overhead, which is not accessible for application use. That storage capacity may not be included in the
value presented for Physical Storage Capacity.

SPC-2 Storage Capacities
Storage Hierarchy Component Units Capacity

Total ASU Capacity Gigabytes (GB) 47,244.640

Addressable Storage Capacity Gigabytes (GB) 48,000.555

Configured Storage Capacity Gigabytes (GB) 60,011.860

Physical Storage Capacity Gigabytes (GB) 76,815.120

Data Protection (RAID-5) Gigabytes (GB) 12,002.372

Required Storage (overhead/sparing) Gigabytes (GB) 8.933

Global Storage Overhead Gigabytes (GB) 0.000

Total Unused Storage Gigabytes (GB) 17,559.174
SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
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Storage Hierarchy Ratios

Addressable Configured Physical

Storage Storage Storage

Capacity Capacity Capacity
Total ASU Capacity 98.43% 78.73% 61.50%

Data Protection (RAID-5) 20.00% 15.63%

Addressable Storage Capacity 79.99% 62.49%

Required Storage 0.01% 0.01%

Configured Storage Capacity 78.13%

Global Storage Overhead

Unused Storage:

Addressable

Configured

21.87%

Physical

Storage Capacity Charts

Physical Storage Capacity: 76,815.120 GB

Unused Physical

Capacity:
16,803.260 GB \
(21.87%)
Data Capacity:
48,000.555
GB (62.49%)
15.63%
GIobaIStoragej % ( ) \
SparingCapacity:

Overhead: Overhead & Metadata:
0.000 GB (0.00%) 8.933 GB (0.01%) 0.000 GB (0.00%)
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Configured Storage Capacity: 60,011.860 GB

\

Spares:
0.000 GB (0.00%)

1

Addressable
Storage Capacity:
48,000.555 GB
(79.99%)

/\
Overhead & Metadata: Unused Data Capacity:

8.933 GB (0.01%) 0.000 GB (0.00%)

Addressable Storage Capacity: 48,000.555 GB

Unused Addressable
Capacity:
755.914 GB (1.57%)
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Total Unused Storage Capacity Ratio and Details

Total Unused

Physical Storage Capacity: Storage Ca pacity:
76,815.120 GB 17,559.174 GB
(22.86%)
S —

Physical Storage

CapacityUsed:
59,255.945 GB
(77.14%)
Unused
Addressable
T Capacity:
755.914 GB
Unused Configured (4.30%)

Capacity:
0.000 GB (0.00%)

Storage Capacity Utilization

Clause 10.6.8.2

The FDR will include a table illustrating the storage capacity utilization values defined for Application
Utilization (Clause 2.8.1), Protected Application Utilization (Clause 2.8.2), and Unused Storage Ratio
(Clause 2.8.3).

Clause 2,8.1
Application Utilization is defined as Total ASU Capacity divided by Physical Storage Capacity.

Clause 2,8.2
Protected Application Utilization is defined as (Total ASU Capacity plus total Data Protection
Capacity minus unused Data Protection Capacity) divided by Physical Storage Capacity.

Clause 2,8.3
Unused Storage Ratio is defined as Total Unused Capacity divided by Physical Storage Capacity
and may not exceed 45%.

SPC-2 Storage Capacity Utilization

Application Utilization 61.50%

Protected Application Utilization 77.13%

Unused Storage Ratio 22.86%
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Logical Volume Capacity and ASU Mapping

Clause 10.6.8.3

A table illustrating the capacity of the Application Storage Unit (ASU) and the mapping of Logical
Volumes to ASU will be provided in the FDR. Capacity must be stated in gigabytes (GB) as a value with
a minimum of two digits to the right of the decimal point. Each Logical Volume will be sequenced in
the table from top to bottom per its position in the contiguous address space of the ASU. Each Logical
Volume entry will list its total capacity, the portion of that capacity used for the ASU, and any unused
capacity.

Logical Volume (LV) Capacity and Mapping
ASU (47,244.640 GB)

Total Capacity (GB) Capacity Used (GB) Capacity Unused (GB)
4 Logical Volumes 12,000.139 per LV 11,811.160 per LV 188.979 per LV

Please see the Storage Definition (sd) entries in Appendix D: SPC-2 Workload Generator Storage Commands
and Parameter Files for more detailed configuration information.
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SPC-2 BENCHMARK EXECUTION RESULTS

This portion of the Full Disclosure Report documents the results of the various SPC-2 Tests, Test Phases, Test
Run Sequences, and Test Runs. An SPC-2 glossary contains definitions of terms specific to the SPC-2 Data
Repository.

In each of the following sections of this document, the appropriate Full Disclosure Report requirement, from the
SPC-2 benchmark specification, is stated in italics followed by the information to fulfill the stated requirement.

SPC-2 Tests, Test Phases, Test Run Sequences, and Test Runs

The SPC-2 benchmark consists of the following Tests, Test Phases, Test Run Sequences, and Test Runs:

e Large File Processing Test
o  WRITE ONLY Test Phase
=  Test Run Sequence 1
e Test Run 1 - 1024 KiB Transfer — maximum number of Streams
Test Run 2 — 1024 KiB Transfer — 50% of Test Run 1’s Streams value
Test Run 3 — 1024 KiB Transfer — 25% of Test Run 1’s Streams value
Test Run 4 — 1024 KiB Transfer — 12.5% of Test Run 1’s Streams value
Test Run 5 — 1024 KiB Transfer — single (1) Stream
=  Test Run Sequence 2
e Test Run 6 — 256 KiB Transfer — maximum number of Streams
e Test Run 7 — 256 KiB Transfer — 50% of Test Run 6’s Streams value
e Test Run 8 — 256 KiB Transfer — 25% of Test Run 6’s Streams value
e Test Run 9 — 256 KiB Transfer — 12.5% of Test Run 6’s Streams value
e Test Run 10 — 256 KiB Transfer — single (1) Stream
o READ-WRITE Test Phase
=  Test Run Sequence 3
e Test Run 11 — 1024 KiB Transfer — maximum number of Streams
e Test Run 12 — 1024 KiB Transfer — 50% of Test Run 11’s Streams value
e Test Run 13 — 1024 KiB Transfer — 25% of Test Run 11’s Streams value
e Test Run 14 — 1024 KiB Transfer — 12.5% of Test Run 11’s Streams value
e Test Run 15 — 1024 KiB Transfer — single (1) Stream
= Test Run Sequence 4
e Test Run 16 — 256 KiB Transfer — maximum number of Streams
e Test Run 17 — 256 KiB Transfer — 50% of Test Run 16’s Streams value
e Test Run 18 — 256 KiB Transfer — 25% of Test Run 16’s Streams value
e Test Run 19 — 256 KiB Transfer — 12.5% of Test Run 16’s Streams value
e Test Run 20 — 256 KiB Transfer — single (1) Stream
o READ ONLY Test Phase
=  Test Run Sequence 5
e Test Run 21 — 1024 KiB Transfer — maximum number of Streams
e Test Run 22 — 1024 KiB Transfer — 50% of Test Run 21’s Streams value
e Test Run 23 — 1024 KiB Transfer — 25% of Test Run 21’s Streams value
e Test Run 24 — 1024 KiB Transfer — 12.5% of Test Run 21’s Streams value
e Test Run 25 — 1024 KiB Transfer — single (1) Stream
=  Test Run Sequence 6
e Test Run 26 — 256 KiB Transfer — maximum number of Streams
e Test Run 27 — 256 KiB Transfer — 50% of Test Run 26’s Streams value
e Test Run 28 — 256 KiB Transfer — 25% of Test Run 26’s Streams value
e Test Run 29 — 256 KiB Transfer — 12.5% of Test Run 26’s Streams value
e Test Run 30 — 256 KiB Transfer — single (1) Stream
e Large Database Query Test
o 1024 KIB TRANSFER SIZE Test Phase
=  Test Run Sequence 1
e Test Run 1 —4 I/O Requests Outstanding — maximum number of Streams
e Test Run 2 — 4 I/0O Requests Outstanding — 50% of Test Run 1’s Streams

value
e Test Run 3 — 4 I/O Requests Outstanding — 25% of Test Run 1’s Streams

value
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e Test Run 4 — 4 I/O Requests Outstanding — 12.5% of Test Run 1’s Streams
value
e Test Run 5 — 4 I/O Requests Outstanding — single (1) Stream
=  Test Run Sequence 2
e Test Run 6 — 1 I/O Request Outstanding — maximum number of Streams
e Test Run 7 — 1 I/O Request Outstanding — 50% of Test Run 6’s Streams

value

e Test Run 8 — 1 I/O Request Outstanding — 25% of Test Run 6’s Streams
value

e Test Run 9 — 1 I/O Request Outstanding — 12.5% of Test Run 6’s Streams
value

e Test Run 10 — 1 I/O Request Outstanding — single (1) Stream
o 64 KIB TRANSFER SIZE Test Phase
=  Test Run Sequence 3
e Test Run 11 —4 I/0 Requests Outstanding — maximum number of Streams
e Test Run 12 — 4 I/0 Requests Outstanding — 50% of Test Run 11’s Streams
value
e Test Run 13 — 4 I/O Requests Outstanding — 25% of Test Run 11’s Streams
value
e Test Run 14 — 4 I/O Requests Outstanding — 12.5% of Test Run 11’s
Streams value
e Test Run 15 —4 I/0O Requests Outstanding — single (1) Stream
=  Test Run Sequence 4
e Test Run 16 — 1 I/O Request Outstanding — maximum number of Streams
e Test Run 17 — 1 I/O Request Outstanding — 50% of Test Run 16’s Streams

value

e Test Run 18 — 1 I/O Request Outstanding — 25% of Test Run 16’s Streams
value

e Test Run 19— 1I/0 Request Outstanding — 12.5% of Test Run 16’s Streams
value

e Test Run 20 — 1 I/0 Request Outstanding — single (1) Stream
e  Video on Demand Delivery Test
o Video on Demand Delivery Test Run
e Data Persistence Test
o Data Persistence Test Run 1
o Data Persistence Test Run 2

Each Test is an atomic unit that must be executed from start to finish before any other
Test, Test Phase, or Test Run may be executed. The Large File Processing, Large
Database Query, and Video On Demand Delivery Tests may be executed in any sequence.
The Data Persistence Test must follow the last Test Run of the selected sequence.

The results from each Test, Test Phase, and Test Run are listed below along with a more
detailed explanation of each component.
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Large File Processing Test

Large File Processing Test - Overview

Clause 6.4.53.1

The Large File Processing Test consists of the I/0 operations associated with the type of applications,
in a wide range of fields, which require simple sequential processing of one or more large files. Specific
examples of those types of applications include scientific computing and large-scale financial processing

Clause 6.4.3.2

The Large File Processing Test has three Test Phases, which shall be executed in the following
uninterrupted sequence:

1. WRITE ONLY
2. READ-WRITE
3. READ ONLY

The BC shall not be restarted or manually disturbed, altered, or adjusted during the execution of the
Large File Processing Test. If power is lost to the BC during this Test all results shall be rendered
invalid and the Test re-run in its entirety.

Clause 10.6.9.1
The Full Disclosure Report will contain the following content for the Large File Processing Test:

1. A listing of the SPC-2 Workload Generator commands and parameters used to execute each of
the Test Runs in the Large File Processing Test.
2. The human readable SPC-2 Test Results File for each of the Test Runs in the Large File
Processing Test.
3. The following three tables:
e Average Data Rate: The average Data Rate, in MB per second for the Measurement
Interval of each Test Run in the Large File Processing Test.
e Average Data Rate per Stream: The average Data Rate per Stream, in MB per second,
for the Measurement Interval of each Test Run in the Large File Processing Test.
e Average Response Time: The average response time, in milliseconds (ms), for the
Measurement Interval of each Test Run in the Large File Processing Test.
4. Average Data Rate, Average Data Rate per Stream and Average Response Time graphs as
defined in Clauses 10.1.1, 10.1.2 and 10.1.3.

Workload Generator Commands and Parameters

The SPC-2 Workload Generator commands and parameters for the Large File Processing Test Runs are
documented in Appendix E: SPC-2 Workload Generator Execution Commands and Parameters.

Test Results File
A link to the SPC-2 Test Results file generated from the Large File Processing Test Runs is listed below.

SPC-2 Large File Processing Test Results File
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The average Data Rate (MB/s) for each Test Run in the three Test Phases of the SPC-2 Large File
Processing Test is listed in the table below as well as illustrated in the following graph.

Variable Variable Variable Variable
Test Run Sequence 1 Stream
Streams Streams Streams Streams
Write 1024KiB 705.38 1,291.47 2,307.47 2,795.75 2,805.49
Write 256KiB 398.84 656.41 1,249.88 2,160.50 2,783.77
Read/Write 1024KiB 691.68 806.29 1,866.45 4,129.77 4,821.34
Read/Write 256KiB 346.62 498.95 1,579.59 3,5636.47 4,454.10
Read 1024KiB 658.14 2,299.49 4,038.07 5,874.97 6,216.47
Read 256KiB 341.69 2,084.51 3,623.72 5,378.27 6,128.53
4 _ ™
Large Fle Processing - Data Rate
1024KiB transfers 8 /Streams, 2,795.75 MB/s
_with only 4 Streams, 2,307.47 MB/s
Write operations 2 Streams, 1,291.47 MB/s
1 Stream, 705.38 MB/s
_ 16 Streams, 2,783.77 MB/s
256KiB transfers 8 Streams, 2,160.50 MB/s
Awith onl){ 4 Streams, 1,249.88 MB/s
Wwrite operations S 5 Streams, 656.41 MB/s
1 Stream, 398.84 MB/s
) 32 Streams, 4,821.34 MB/s
1024"'3;?‘““9 rs 16 Streams, 4,129.77 MB/s
50% Read operations Streams, 1,866.45 MB/s
50% Write operations _ 4 Streams, 806.29 MB/s
1 Stream, 691.68 MB/s
) 64 Streams, 4,454.10 MB/s
256Ki ‘?Nti;ﬁ“fe’s 32 Streams, 3,536.47 MB/s
50% Read operations 16 Streams, 1,579.59 MB/s
50% Write operations - 8 Streams, 498.95 MB/s
1 Stream, 346.62 MB/s
32 Streams, 6,216.47 MB/s
1024KiB transfers 16 Streams, 5,874.97 MB/s
with only_ 8 Streams, 4,038.07 MB/s
Read operations 4 Streans, 2,299.49 MB/s
1 Stream, 658.14 MB/s
256KiB transfers 32 Streams, 5,378.27 MB/s
with only 16 Streams, 3,623.72 MB/s
Read operations 8 Streams, 22,084.51 MB/
1 Stream, 341.69 MB/s
0 1,000 2,000 3,000 4,000 5,000 6,000 7,000
Data Rate, MB/sec
. J
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Large File Processing Test

Average Data Rate per Stream

The average Data Rate per Stream for each Test Run in the three Test Phases of the SPC-2 Large File
Processing Test is listed in the table below as well as illustrated in the following graph.

Test Run Sequence 1 Stream Variable Variable Variable Variable
Streams Streams Streams Streams
Write 1024KiB 705.38 645.74 576.87 349.47 175.34
Write 256KiB 398.84 328.20 312.47 270.06 173.99
Read/Write 1024KiB 691.68 201.57 233.31 258.11 150.67
Read/Write 256KiB 346.62 62.37 98.72 110.51 69.60
Read 1024KiB 658.14 574.87 504.76 367.19 194.26
Read 256KiB 341.69 260.56 226.48 168.07 95.76
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Large File Processing Test

~
Large FHle Processing - Data Rate per Stream

1024KiB transfers 8 Streams, 349.47 MB/s
-with onl){ 4 Streams, 576.87 MB/s
Write operations 2 Streams, 645.74 MB/s

— 115 Streams, 173.99 MB/s

256KiB transfers 8 |Streams, 270.06 MB/s
with only 4 Streams, 312.47 MB/s

1 Stream, 398.84 MB/s
I I

— 32 4treams. 150.67 MB/s

1024Kiaitt;]a“5fe rs 16 Streams, 258.11 MB/s
8 Streams, 233.31 MB/s

50% Read operations

50% Write operations NN ¢ Streams, 201.57 MBJs
|
] 641 Streams, 69.60 MB/s

256Ki ?Nti;ﬁn sfers 32 Streams, 110.51 MB/s
50% Read operations | 16 Streams, 98.72 MB/s
50% Write operations BN s streams, 62.37 MBIs

* 32 Streams, 194.26 MB

s
1024KiB transfers 14 Streams, 367.19 MB/s
with only 8 Streams, 504.76 MB/s

Read operations 4 Streams, 574.87 MB/s
| |
_| 64 Streams, 95.76 MB/.

256KiB transfers 2 Streams, 168.07 MB/s
with only 16 Streams, 226.48 MB/s

Read operations | © Streams, 260.56 MB/s

| | | 1 Stream, 341.69 MB/s

0 100 200 300 400 500 600 700 800
Data Rate, MB/sec
g J

1 Stream, 346.62 MB/s

w

Average Response Time

The average Response Time, milliseconds (ms), for each Test Run in the three Test Phases of the SPC-2
Large File Processing Test is listed in the table below as well as illustrated in the following graph.

Test Run Sequence 1 Stream Variable Variable Variable Variable
Streams Streams Streams Streams
Write 1024KiB 1.49 1.62 1.82 3.00 5.98
Write 256KiB 0.66 0.80 0.84 0.97 1.51
Read/Write 1024KiB 1.51 5.20 4.49 4.06 6.96
Read/Write 256KiB 0.76 4.20 2.66 2.37 3.77
Read 1024KiB 1.59 1.82 2.08 2.85 5.40
Read 256KiB 0.77 1.01 1.16 1.56 2.74
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Large Fle Processing - Average Response Time
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1 Stream, 1.51 ms
64 Streams, 3.77 ms
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50% Write operations 8 Streams, 4.20 ms
Stream, 0.76 ms
32 Streams, 5.40
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Read operations NN 4 Streams, 1.82ms
1 Stream, 1.59 ms
|
64 Streams, 2.74 ms
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Stream, 0.77 ms
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Large File Processing Test - WRITE ONLY Test Phase

Clause 10.6.9.1.1
1. A table that will contain the following information for each "WRITE ONLY, 1024 KiB Transfer
Size” Test Run:
o The number of Streams specified.
e The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

2. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the “WRITE ONLY, 1024 KiB Transfer Size” Test Runs as
specified in Clauses 10.1.4 - 10.1.6.

3. A table that will contain the following information for each "WRITE ONLY, 256 KiB Transfer
Size” Test Run:

e The number of Streams specified.
o The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

4. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the “WRITE ONLY, 256 KiB Transfer Size” Test Runs as
specified in Clauses 10.1.4 - 10.1.6.

A hyperlink for each of the above tables and graphs may appear in the FDR to provide access to the
table or graph.

A hyperlink to a table with the SPC-2 “Large File Processing/WRITE ONLY/1024 KiB Transfer Size” Test
Run data appears on the next page. That entry is followed by hyperlinks to graphs illustrating the average
Data Rate, average Data Rate per Stream, and average Response Time produced by the same Test Runs. The
table and graphs present the data at five-second intervals.

Immediately following the above SPC-2 “Large File Processing/WRITE ONLY/1024 KiB Transfer Size” entries
will be hyperlinks for SPC-2 “Large File Processing/WRITE ONLY/256 KiB Transfer Size” table and graphs.
The table contains the Test Run data and the graphs illustrate the average Data Rate, average Data Rate per
Stream, and average Response Time produced by the Test Runs.

1,024 KiB Transfer Size Test Run

The link below provides data for the following test run periods.

¢ Ramp-Up
¢  Measurement Interval
¢ Run Out/Ramp-Down
1,024 KiB Transfer Size Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
e Average Data Rate — Measurement Interval (MI) Only
e Average Data Rate per Stream
e Average Response Time

1,024 KiB Transfer Size Test Run Graphs

256 KiB Transfer Size Test Run

The link below provides data for the following test run periods.

e Ramp-Up

e Measurement Interval
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e  Run Out/Ramp-Down

256 KiB Transfer Size Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
e Average Data Rate — Measurement Interval (MI) Only
e Average Data Rate per Stream
e Average Response Time

256 KiB Transfer Size Test Run Graphs

Large File Processing Test — REaAD-WRITE Test Phase

Clause 10.6.9.1.2
1. A table that will contain the following information for each "READ-WRITE, 1024 KiB Transfer
Size” Test Run:
o The number of Streams specified.
o The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

2. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the “READ-WRITE, 1024 KiB Transfer Size” Test Runs as
specified in Clauses 10.1.4 - 10.1.6.

3. A table that will contain the following information for each ” READ-WRITE, 256 KiB Transfer
Size” Test Run:

e The number of Streams specified.
e The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

4. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the “READ-WRITE, 256 KiB Transfer Size” Test Runs as
specified in Clauses 10.1.4 - 10.1.6.

A hyperlink for each of the above tables and graphs may appear in the FDR to provide access to the
table or graph.

A hyperlink to a table with the SPC-2 “Large File Processing/READ-WRITE/1024 KiB Transfer Size” Test
Run data appears on the next page. That entry is followed by hyperlinks to graphs illustrating the average
Data Rate, average Data Rate per Stream, and average Response Time produced by the same Test Runs. The
table and graphs present the data at five-second intervals.

Immediately following the above SPC-2 “Large File Processing/READ-WRITE/1024 KiB Transfer Size”
entries will be hyperlinks for SPC-2 “Large File Processing/READ-WRITE/256 KiB Transfer Size” table and
graphs. The table contains the Test Run data and the graphs illustrate the average Data Rate, average Data
Rate per Stream, and average Response Time produced by the Test Runs.

1,024 KiB Transfer Size Test Run

The link below provides data for the following test run periods.

e Ramp-Up
e  Measurement Interval
e  Run Out/Ramp-Down
1,024 KiB Transfer Size Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run

e Average Data Rate — Measurement Interval (MI) Only
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e Average Data Rate per Stream

e Average Response Time
1,024 KiB Transfer Size Test Run Graphs
256 KiB Transfer Size Test Run

The link below provides data for the following test run periods.

¢ Ramp-Up
e Measurement Interval
e  Run Out/Ramp-Down
256 KiB Transfer Size Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
e Average Data Rate — Measurement Interval (MI) Only
e Average Data Rate per Stream
e Average Response Time

256 KiB Transfer Size Test Run Graphs

Large File Processing Test — REap ONLY Test Phase

Clause 10.6.9.1.3

1. A table that will contain the following information for each "READ ONLY, 1024 KiB Transfer
Size” Test Run:
e The number of Streams specified.
e The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

2. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the “READ ONLY, 1024 KiB Transfer Size” Test Runs as
specified in Clauses 10.1.4 - 10.1.6.

3. Atable that will contain the following information for each "READ ONLY, 256 KiB Transfer Size”
Test Run:

o The number of Streams specified.
o The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

4. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the “READ ONLY, 256 KiB Transfer Size” Test Runs as
specified in Clauses 10.1.4— 10.1.6.

A hyperlink for each of the above tables and graphs may appear in the FDR to provide access to the
table or graph.

A hyperlink to a table with the SPC-2 “Large File Processing/READ ONLY/1024 KiB Transfer Size” Test Run
data appears on the next page. That entry is followed by hyperlinks to graphs illustrating the average Data
Rate, average Data Rate per Stream, and average Response Time produced by the same Test Runs. The table
and graphs present the data at five-second intervals.

Immediately following the above SPC-2 “Large File Processing/READ ONLY/1024 KiB Transfer Size” entries
will be hyperlinks for SPC-2 “Large File Processing/READ ONLY/256 KiB Transfer Size” table and graphs.
The table contains the Test Run data and the graphs illustrate the average Data Rate, average Data Rate per
Stream, and average Response Time produced by the Test Runs.
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1,024 KiB Transfer Size Test Run

The link below provides data for the following test run periods.

e Ramp-Up
e Measurement Interval
e  Run Out/Ramp-Down
1,024 KiB Transfer Size Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
e Average Data Rate — Measurement Interval (MI) Only
e Average Data Rate per Stream
e Average Response Time

1,024 KiB Transfer Size Test Run Graphs

256 KiB Transfer Size Test Run

The link below provides data for the following test run periods.

e Ramp-Up
e Measurement Interval
e  Run Out/Ramp-Down
256 KiB Transfer Size Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
e Average Data Rate — Measurement Interval (MI) Only
e Average Data Rate per Stream
e Average Response Time

256 KiB Transfer Size Test Run Graphs
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Large Database Query Test - Overview

Clause 6.4.4.1

The Large Database Query Test is comprised of a set of 1/0 operations representative of scans or joins
of large relational tables such as those performed for data mining or business intelligence.

Clause 6.4.4.2

The Large Database Query Test has two Test Phases, which shall be executed in the following
uninterrupted sequence:

1. 1024 KIB TRANSFER SIZE

2. 64 KIB TRANSFER SIZE
The BC shall not be restarted or manually disturbed, altered, or adjusted during the execution of the
Large File Processing Test. If power is lost to the BC during this Test all results shall be rendered

invalid and the Test re-run in its entirety.

Clause 10.6.9.2
The Full Disclosure Report will contain the following content for the Large Database Query Test:

1. A listing of the SPC-2 Workload Generator commands and parameters used to execute each of
the Test Runs in the Large Database Query Test.

2. The human readable SPC-2 Test Results File for each of the Test Runs in the Large Database
Query Test.

3. A table that contains the following information for each Test Run in the two Test Phases of the
Large Database Query Test:

e Average Data Rate: The average Data Rate, in MB per second for the Measurement
Interval of each Test Run in the Large Database Query Test.

e Average Data Rate per Stream: The average Data Rate per Stream, in MB per second,
for the Measurement Interval of each Test Run in the Large Database Query Test.

e Average Response Time: The average response time, in milliseconds (ms), for the
Measurement Interval of each Test Run in the Large Database Query Test.

4. Average Data Rate, Average Data Rate per Stream and Average Response time graphs as
defined in Clauses 10.1.1, 10.1.2 and 10.1.3.

Workload Generator Commands and Parameters

The SPC-2 Workload Generator commands and parameters for the Large Database Query Test Runs are
documented in Appendix E: SPC-2 Workload Generator Execution Commands and Parameters.

Test Results File
A link to the SPC-2 Test Results file generated from the Large Database Query Test Runs is listed below.
SPC-2 Large Database Query Test Results File
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Average Data Rates (MB/s)

The average Data Rate (MB/s) for each Test Run in the two Test Phases of the SPC-2 Large Database
Query Test is listed in the table below as well as illustrated in the following graph.

Variable Variable Variable Variable
Test Run Sequence 1 Stream
Streams Streams Streams Streams
1024KiB w/ 4 10s/Stream 1,818.45 3,561.08 4,646.92 5,883.43 6,203.78
1024KiB w/ 1 I10/Stream 652.94 2,234.28 4,160.44 5,870.89 6,218.37
64KiB w/ 4 10s/Stream 478.32 2,497.02 4,373.78 5,500.32 5,813.56
64KiB w/ 1 I0/Stream 117.79 2,519.25 4,298.16 5,363.95 5,680.24
4 )
Large Database Query - Data Rate
1024KiB transfers 4 Streams, 5,883.43 MB/s
410s o\altlgt]anding 3 Streams, 4,646.92 MB/s
1 Stream, 1,818.45 MB/s
| | |
1024KiB transfers 16 Streams, 5,870.89 MB/s
with
110 Outstanding 8 Streams, 4,160.44 MB/s
per Stream 4 Streams, 2,234.28 MB/s
1 Stream, 652.94 MB/s
64KiB transfers 32 Streams, 5,500.32 MB/s
410s Ovl,\lltlgganding 16 Streams, 4,373.78 MB/s
per Stream 8 Streams, 2,497.02 MB/s
1 Stream, 478.32 MB/s
64KiB transfers 128 Streams, 5,363.95 MB/s
110 Olﬁlsttr;nding 64 Streams, 4,298.16 MB/s
per Stream 32 Streams, 2,519.25 MB/s
1 Stream, 117.79 MB/s
0 1,000 2,000 3,000 4,000 5,000 6,000 7,000
Data Rate, MB/sec
. J
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Average Data Rate per Stream

The average Data Rate per Stream for each Test Run in the two Test Phases of the SPC-2 Large Database
Query Test is listed in the table below as well as illustrated in the following graph.

Test Run Sequence 1 Stream Variable Variable Variable Variable
Streams Streams Streams Streams

1024KiB w/ 4 10s/Stream 1,818.45 1,780.54 1,5648.97 1,470.86 775.47
1024KiB w/ 1 I0/Stream 652.94 558.57 520.06 366.93 194.32
64KiB w/ 4 10s/Stream 478.32 312.13 2173.36 171.89 90.84
64KiB w/ 1 I0/Stream 117.79 78.73 67.16 41.91 22.19
4 N

Large Database Query - Data Rate per Stream

1024KiB transfers 4 Streams, 1,470.86 MB/s
with
i 3 st ,1,548.97 MB/!
4 10s outstanding reams s

per Stream 2 Streams, 1,780.54 MB/s

1 Stream, 1,818.45 MB/s

per Stream

64KiB transfers
with
4 10s outstanding
per Stream

1024KiB transfers
with
110 outstanding

64KiB transfers

with
110 outstanding
per Stream
0 200 400 600 800 1,000 1,200 1,400 1,600 1,800 2,000
Data Rate, MB/sec

\§ J
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Average Response Time

The average Response Time, in milliseconds, for each Test Run in the two Test Phases of the SPC-2 Large
Database Query Test is listed in the table below as well as illustrated in the following graph.

Variable Variable Variable Variable
Test Run Sequence 1 Stream
Streams Streams Streams Streams
1024KiB w/ 4 10s/Stream 2.31 2.35 2.71 2.85 5.41
1024KiB w/ 1 I0/Stream 1.60 1.88 2.02 2.86 5.39
64KiB w/ 4 10s/Stream 0.55 0.84 0.96 1.52 2.88
64KiB w/ 1 I0/Stream 0.56 0.83 0.97 1.56 2.95
4 _ )
Large Database Query - Average Response Time
1024KiB transfers 4 Streams, 2.85ms
with 3 st 2.71
4 10s outstanding [Fams. &£ ms
1 Stream, 2.31 ms
1024KiB transfers 16 Streams, 2.86 ms
with 8 St 2.02
110 outstanding reams, £52ms
per Stream _ 4 Streams, 1.88 ms
1 Stream, 1.60 ms
64KiB transfers 32 Streams, 1.52 ms
with 16 St 0.96
4 10s outstanding feams, .55 ms
per Stream _ 8 |Streams, 0.84 ms
1 Stream, 0.55 ms
64KiB transfers 128 Streams, 1.56 ms
with 64 St 0.97
110 outstanding reams, 8.94ms
per Stream _ 32 Streams, 0.83 ms
1 Stream, 0.56 ms
0 1 2 3 4 5 6
Response Time, ms
. J
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Large Database Query Test — 1,024 KiB Transfer Size Test Phase

Clause 10.6.9.2.1
1. A table that will contain the following information for each “1024 KiB Transfer Size, 4
Outstanding I/0s” Test Run:
e The number of Streams specified.
e The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

2. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the ”1024 KiB Transfer Size, 4 Outstanding I/0s” Test
Runs as specified in Clauses 10.1.4— 10.1.6.

3. A table that will contain the following information for each ”1024 KiB Transfer Size, 1
Outstanding I/0” Test Run:

e The number of Streams specified.
o The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

4. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the 1024 KiB Transfer Size, 1 Outstanding 1/0” Test
Runs as specified in Clauses 10.1.4— 10.1.6.

A hyperlink for each of the above tables and graphs may appear in the FDR to provide access to the
table or graph.

A hyperlink to a table with the SPC-2 “Large Database Query/1024 KIB TRANSFER SIZE/4 Outstanding
1/0s” Test Run data appears on the next page. That entry is followed by hyperlinks to graphs illustrating the
average Data Rate, average Data Rate per Stream, and average Response Time produced by the same Test
Runs. The table and graphs present the data at five-second intervals.

Immediately following the above SPC-2 “Large Database Query/1024 KIB TRANSFER SIZE/4 Outstanding
1/0s” entries will be hyperlinks for SPC-2 “Large Database Query/1024 KIB TRANSFER SIZE/1 Outstanding
1/O” table and graphs. The table contains the Test Run data and the graphs illustrate the average Data Rate,
average Data Rate per Stream, and average Response Time produced by the Test Runs.

4 Outstanding I/Os Test Run

The link below provides data for the following test run periods.

e Ramp-Up
e  Measurement Interval
e Run Out/Ramp-Down
4 OQutstanding I/Os Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
e Average Data Rate — Measurement Interval (MI) Only
e Average Data Rate per Stream
e Average Response Time

4 Outstanding I/Os Test Run Graphs

1 Outstanding I/O Test Run

The link below provides data for the following test run periods.

e Ramp-Up

e  Measurement Interval
SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
Telecommunications Technology Association Submitted: October 1, 2019

SCALEWAY SG1000-UF Submission ID: B12005


SupportingFiles/SPC2_FDR_Data_LDQ_1024-4_Tables.pdf
SupportingFiles/SPC2_FDR_Data_LDQ_1024-4_Charts.pdf

SPC-2 BENCHMARK EXECUTION RESULTS Page 41 of 65
Large Database Query Test

e  Run Out/Ramp-Down
1 Outstanding I/O Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
e Average Data Rate — Measurement Interval (MI) Only
e Average Data Rate per Stream
e Average Response Time

1 Outstanding I/O Test Run Graphs

Large Database Query Test — 64 KiB Transfer Size Test Phase
Clause 10.6.9.2.2

1

A table that will contain the following information for each “64 KiB Transfer Size, 4
Outstanding 1/0s” Test Run:
o The number of Streams specified.
o The Average Data Rate, Average Data Rate per Stream, and Average Response Time
reported at five second intervals.

2. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average

3.

4.

Response Time by Intervals graphs for the "64 KiB Transfer Size, 4 Outstanding I/0s” Test
Runs as specified in Clauses 10.1.4 - 10.1.6.
A table that will contain the following information for each 764 KiB Transfer Size, 1
Outstanding 1/O” Test Run:

e The number of Streams specified.

o The Average Data Rate, Average Data Rate per Stream, and Average Response Time

reported at five second intervals.

Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the “64 KiB Transfer Size, 1 Outstanding 1/O” Test Runs
as specified in Clauses 10.1.4 - 10.1.6.

A hyperlink for each of the above tables and graphs may appear in the FDR to provide access to the
table or graph.

A hyperlink to a table with the SPC-2 “Large Database Query/64 KIB TRANSFER SIZE/4 Outstanding I/0s”
Test Run data appears on the next page. That entry is followed by hyperlinks to graphs illustrating the
average Data Rate, average Data Rate per Stream, and average Response Time produced by the same Test
Runs. The table and graphs present the data at five-second intervals.

Immediately following the above SPC-2 “Large Database Query/64 KIB TRANSFER SIZE/4 Outstanding
1/0s” entries will be hyperlinks for SPC-2 “Large Database Query/64 KIB TRANSFER SIZE/1 Outstanding
1/0” table and graphs. The table contains the Test Run data and the graphs illustrate the average Data Rate,
average Data Rate per Stream, and average Response Time produced by the Test Runs.

4 Outstanding I/0Os Test Run

The link below provides data for the following test run periods.
e Ramp-Up
¢  Measurement Interval
e  Run Out/Ramp-Down

4 Qutstanding I/Os Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
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e Average Data Rate — Measurement Interval (MI) Only

e Average Data Rate per Stream
e Average Response Time

4 Outstanding I/0Os Test Run Graphs

1 Outstanding I/0 Test Run

The link below provides data for the following test run periods.

e Ramp-Up
e Measurement Interval
e  Run Out/Ramp-Down
1 Outstanding I/0 Test Run Data

The link below provides the following graphs.
e Average Data Rate — Complete Test Run
e Average Data Rate — Measurement Interval (MI) Only
e Average Data Rate per Stream
e Average Response Time

1 Outstanding I/O Test Run Graphs
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Video on Demand Delivery Test

Clause 6.4.5.1

The Video on Demand Delivery Test represents the 1/0 operations required to enable individualized
video entertainment for a community of subscribers, which draw from a digital film library.

Clause 6.4.5.2
The Video on Demand Delivery Test consists of one (1) Test Run.

The BC shall not be restarted or manually disturbed, altered, or adjusted during the execution of the
Video on Demand Delivery Test. If power is lost to the BC during this Test all results shall be rendered
invalid and the Test re-run in its entirety.

Clause 10.6.9.3
The Full Disclosure Report will contain the following content for the Video on Demand Delivery Test:

1. A listing of the SPC-2 Workload Generator commands and parameters used to execute the Test
Run in the Video on Demand Delivery Test.

2. The human readable SPC-2 Test Results File for the Test Run in the Video on Demand Delivery
Test.

3. A table that contains the following information for the Test Run in the Video on Demand
Delivery Test:

a. The number Streams specified.

b. The Ramp-Up duration in seconds.

c. The Measurement Interval duration in seconds.

d. The average data rate, in MB per second, for the Measurement Interval.

e. The average data rate, in MB per second, per Stream for the Measurement Interval.

4. A table that contains the following information for the single Video on Demand Delivery Test
Run:

a. The number Streams specified.
b. The average data rate, average data rate per stream, average Response Time, and
Maximum Response Time reported at 60 second intervals.

5. Average Data Rate by Intervals, Average Data Rate per Stream by Intervals, and Average
Response Time by Intervals graphs for the single Video on Demand Delivery Test Run as
specified in Clause 10.1.8.

6. A Maximum Response Time (intervals) graph as specified in Clause 10.1.8.

Workload Generator Commands and Parameters

The SPC-2 Workload Generator commands and parameters for the Video on Demand Delivery Test Run
are documented in Appendix E: SPC-2 Workload Generator Execution Commands and Parameters.

Test Results File

A link to the SPC-2 Test Results file generated from the Video on Demand Delivery Test Run is listed
below.

SPC-2 Video on Demand Delivery Test Results File
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Test Run Data

The number of Streams specified, Ramp-Up duration in seconds, Measurement Interval duration in
seconds, average Data Rate for the Measurement Interval, and average Data Rate per Stream for the
Measurement Interval are listed in the following table.

SPC-2 VOD TR1
Number of Streams 7,800
Ramp-up Time, sec 1,200
Measurement Interval, sec 7,200
Average Data Rate, MB/sec 6,134.17
Per Stream Data Rate, MB/sec 0.79
Average Response Time, ms 3.66
Average Max Response Time, ms 46.38

Test Run Data By Interval

The SPC-2 Video on Demand Delivery Test Run data is contained in the table that appears below. That
table is followed by graphs illustrating the average Data Rate and average Data Rate per Stream
produced by the same Test Runs. The table and graphs present the data at sixty second intervals.

TR1 7,800 Streams TR1 7,800 Streams TR1 7,800 Streams
Test Run Data Rate Maximum| Test Run Data Rate Maximum | Test Run Data Rate Maximum
Sequence |Data Rate, | / Stream, Pt ponse Data Rate, | / Stream, Pt Pt Data Rate, | / Stream, |Response |Response
Time MB/sec MB/sec | Time, ms | Time, ms Time MB/sec MB/sec | Time, ms | Time, ms Time MB/sec MB/sec [ Time, ms | Time, ms

0:01:00{  559.37| 0.67, 0.97, 15.66] 0:48:00( 6,134.19 0.79] 3.71 20.48] 1:35:00| 6,134.15 0.79] 3.62] 12.26)
0:02:00( 1,594.83| 0.76 1.02 11.89] 0:49:00( 6,134.32] 0.79] 3.69] 20.04] 1:36:00| 6,134.22 0.79] 3.62] 11.94f
0:03:00( 2,489.16 0.77, 1.12 13.73] 0:50:00( 6,134.13| 0.79] 3.67, 20.22] 1:37:00| 6,134.18 0.79] 3.62] 11.75
0:04:00( 3,231.25| 0.78] 121 17.06] 0:51:00( 6,134.16| 0.79] 3.67, 11.71] 1:38:00( 6,134.14 0.79] 3.62] 11.77,
0:05:00( 3,914.23| 0.78] 1.35 6.77] 0:52:00( 6,134.03| 0.79] 3.71] 23.56] 1:39:00| 6,134.06 0.79] 3.68| 19.59
0:06:00( 4,487.11] 0.78, 1.49 61.24] 0:53:00| 6,134.30 0.79] 3.67, 11.22] 1:40:00( 6,134.17| 0.79] 3.64] 22.07]
0:07:00( 4,969.57| 0.78] 1.69 70.99] 0:54:00| 6,134.20 0.79] 3.66) 10.98] 1:41:00( 6,134.31] 0.79] 3.62] 19.87,
0:08:00( 5,368.39 0.78] 1.88 5.83] 0:55:00( 6,134.13| 0.79] 3.67, 19.02) 1:42:00( 6,134.07| 0.79] 3.62] 18.26
0:09:00( 5,710.24 0.78] 2.20] 11.55| 0:56:00( 6,134.14 0.79] 3.66) 10.72] 1:43:00( 6,134.32] 0.79] 3.62] 11.74
0:10:00( 5,998.00 0.78] 2.93 26.50] 0:57:00| 6,134.09 0.79] 3.66) 10.76] 1:44:00( 6,134.16| 0.79] 3.61] 12.65
0:11:00( 6,134.02| 0.79] 3.65] 10.42] 0:58:00( 6,134.25] 0.79] 3.69] 20.82] 1:45:00| 6,134.13 0.79] 3.64 11.72)
0:12:00( 6,134.31] 0.79, 3.66 22.41] 0:59:00| 6,134.28 0.79] 3.67, 11.74] 1:46:00( 6,134.25| 0.79] 3.69] 15.37,
0:13:00( 6,134.05| 0.79, 3.73 31.07] 1:00:00| 6,134.18 0.79] 3.66) 14.05| 1:47:00( 6,134.07| 0.79] 3.65] 23.50}
0:14:00( 6,134.27| 0.79] 3.63] 11.07] 1:01:00{ 6,134.19 0.79] 3.65] 20.36] 1:48:00| 6,134.27 0.79] 3.64 13.26
0:15:00( 6,134.14 0.79, 3.63| 10.59] 1:02:00( 6,134.10 0.79] 3.66) 16.86] 1:49:00( 6,134.10| 0.79] 3.61] 11.62
0:16:00( 6,134.22| 0.79, 3.65 19.55| 1:03:00( 6,134.11] 0.79] 3.71 12.57] 1:50:00( 6,134.23| 0.79] 3.57| 10.88
0:17:00( 6,134.14 0.79] 3.64 11.59] 1:04:00( 6,134.29 0.79] 3.67, 25.05| 1:51:00| 6,134.14] 0.79] 3.55] 20.79]
0:18:00( 6,134.11] 0.79, 3.67, 20.48] 1:05:00| 6,134.14 0.79] 3.69] 18.02] 1:52:00( 6,134.19| 0.79] 3.61] 23.37]
0:19:00( 6,134.19| 0.79, 3.64] 10.67| 1:06:00( 6,134.14 0.79] 3.70] 11.98] 1:53:00( 6,134.20| 0.79] 3.58] 17.83
0:20:00( 6,134.29| 0.79] 3.74 47.68] 1:07:00| 6,134.16 0.79] 3.71 16.15] 1:54:00( 6,134.14 0.79] 3.56) 13.96
0:21:00( 6,134.18| 0.79, 3.64] 11.44] 1:08:00( 6,134.26| 0.79] 3.70] 12.51] 1:55:00( 6,134.17| 0.79] 3.55] 26.02f
0:22:00( 6,134.11] 0.79, 3.68 39.72] 1:09:00| 6,134.19 0.79] 3.68| 13.33] 1:56:00( 6,134.18| 0.79] 3.57| 23.79]
0:23:00( 6,134.16 0.79] 3.72] 11.06] 1:10:00 6,134.14 0.79] 3.66) 13.61] 1:57:00( 6,134.18| 0.79] 3.57| 11.18
0:24:00( 6,134.15| 0.79, 3.71 11.30] 1:11:00( 6,134.20 0.79] 3.65) 19.51] 1:58:00( 6,134.14] 0.79] 3.56) 19.47
0:25:00( 6,134.20 0.79, 3.81 46.38] 1:12:00( 6,134.14 0.79] 3.69] 23.38] 1:59:00| 6,134.18 0.79] 3.56) 15.42
0:26:00( 6,134.14 0.79] 3.72 11.63] 1:13:00( 6,134.05| 0.79] 3.69] 21.82] 2:00:00| 6,134.17 0.79] 3.56) 15.32
0:27:00( 6,134.23| 0.79, 3.72] 11.90] 1:14:00( 6,134.32] 0.79] 3.68| 18.75| 2:01:00( 6,134.17| 0.79] 3.61] 20.41f
0:28:00( 6,134.10 0.79, 3.68 14.56] 1:15:00( 6,134.19 0.79] 3.65] 11.57] 2:02:00( 6,134.06| 0.79] 3.65] 11.89
0:29:00( 6,134.22 0.79, 3.67 11.86] 1:16:00( 6,134.16| 0.79] 3.66) 26.78] 2:03:00| 6,134.36 0.79] 3.69] 24.23]
0:30:00( 6,134.25| 0.79] 3.69, 11.58] 1:17:00( 6,134.22] 0.79] 3.65) 24.40] 2:04:00| 6,134.15 0.79] 3.65] 17.67,
0:31:00( 6,134.17| 0.79, 3.68 11.49] 1:18:00( 6,134.19 0.79] 3.66) 15.26] 2:05:00( 6,134.15] 0.79] 3.64] 16.52)
0:32:00( 6,134.14 0.79, 3.70] 22.57] 1:19:00| 6,134.10| 0.79] 3.67, 26.27| 2:06:00| 6,134.19 0.79] 3.69] 18.11
0:33:00( 6,134.19| 0.79] 3.72] 21.40] 1:20:00| 6,134.20 0.79] 3.73] 46.37] 2:07:00| 6,134.13| 0.79] 3.65] 12.35
0:34:00( 6,134.03| 0.79, 3.70] 11.56] 1:21:00( 6,134.14 0.79] 3.65] 13.43] 2:08:00( 6,134.04 0.79] 3.68| 25.98]
0:35:00( 6,134.21] 0.79, 3.68 11.81] 1:22:00( 6,134.21] 0.79] 3.67, 11.11]  2:09:00( 6,134.25| 0.79] 3.67| 22.80}
0:36:00( 6,134.20 0.79] 3.70) 18.47| 1:23:00( 6,134.06| 0.79] 3.69] 19.17] 2:10:00{ 6,134.10| 0.79] 3.68| 12.36)
0:37:00( 6,134.27| 0.79, 3.68 13.17] 1:24:00( 6,134.34 0.79] 3.62] 12.51] 2:11:00( 6,134.22| 0.79] 3.69] 12.86)
0:38:00( 6,134.09| 0.79, 3.70] 19.35] 1:25:00( 6,134.17| 0.79] 3.62] 11.01] 2:12:00( 6,134.28| 0.79] 3.71 24.18]
0:39:00( 6,134.19| 0.79] 3.68| 12.42] 1:26:00( 6,134.19| 0.79] 3.63] 11.98] 2:13:00( 6,134.21] 0.79] 3.69] 13.27,
0:40:00( 6,134.22| 0.79, 3.69 12.27| 1:27:00( 6,134.15] 0.79] 3.61] 11.29] 2:14:00( 6,134.05| 0.79] 3.67| 12.15
0:41:00( 6,134.11] 0.79] 3.68 12.17] 1:28:00( 6,134.02 0.79] 3.60| 19.42] 2:15:00( 6,134.16| 0.79] 3.68| 12.17,
0:42:00( 6,134.10 0.79] 3.67, 12.16] 1:29:00( 6,134.21] 0.79] 3.60 11.51] 2:16:00( 6,134.22] 0.79] 3.67, 11.79
0:43:00( 6,134.36 0.79, 3.69 12.80] 1:30:00( 6,134.35| 0.79] 3.59] 15.81] 2:17:00( 6,134.28| 0.79] 3.68| 11.76
0:44:00( 6,134.17| 0.79, 3.66 12.40] 1:31:00( 6,134.11] 0.79] 3.66) 22.11] 2:18:00| 6,134.14] 0.79] 3.68| 11.68
0:45:00( 6,134.09| 0.79] 3.67, 11.63] 1:32:00( 6,134.22] 0.79] 3.66) 23.98] 2:19:00| 6,134.21 0.79] 3.74] 26.97|
0:46:00( 6,134.26 0.79, 3.66 13.08] 1:33:00( 6,134.13| 0.79] 3.63| 11.56] 2:20:00( 6,134.06| 0.79] 3.70] 12.05
0:47:00| 6,134.06 0.79] 3.65 11.22) 1:34:00 6,134.21] 0.79] 3.63] 11.99]  0:00:00] 0.00) 0.00] 0.00] 0.00}
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Average Data Rate Graph
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Average Data Rate per Stream Graph

Page 46 of 65

e
Data Rate per Stream -- Video On Demand

1.00

0.90

M

0.80

0.70 |
7,800 Streams

0.60

0.50

0.40

Data Rate, MB/sec

0.30

0.20

0.10

0.00 T T T T T T T T T T T T T T
0:00 0:10 020 0:30 040 050 1:.00 1:10 1:20 1:30 1:40 150 2:00 2:10 2:20
Time within Test Run, min

N

Average Response Time Graph

-
Average Response Times -- Video On Demand

4.50

M
| |

4.00

W‘WW

3.50

S
w
o
o

/,00U Streams

N
o
=}

Response Time, m
N
o
o
\

IRy
[
o

Ly
(=}
=}
N

0.50

0.00 T T T T T T T T T T T T T T
0:00 0:10 020 0:30 040 050 1:.00 1:10 1:20 1:30 1:40 150 2:00 2:10 2:20
Time within Test Run, min

.

I

SPC BENCHMARK 2™ v1.7.0
Telecommunications Technology Association
SCALEWAY SG1000-UF

Full Disclosure Report
Submitted: October 1, 2019
Submission ID: B12005



SPC-2 BENCHMARK EXECUTION RESULTS Page 47 of 65
Video on Demand Delivery Test

Maximum Response Time Graph
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Data Persistence Test

Data Persistence Test

Clause 7
The Data Persistence Test demonstrates the Tested Storage Configuration (T'SC):

o Is capable of maintain data integrity across a power cycle.

o Ensures the transfer of data between Logical Volumes and host systems occurs without
corruption or loss.

The SPC-2 Workload Generator will write a specific pattern at randomly selected locations throughout
the Total ASU Capacity (Persistence Test Run 1). The SPC-2 Workload Generator will retain the
information necessary to later validate the pattern written at each location.

The Tested Storage Configuration will be shutdown and restarted using a power off/power on cycle at
the end of the above sequence of write operations. In addition, any caches employing battery backup
must be flushed/emptied.

Restart the TSC, and if the Host System(s) were shutdown and powered off, restart the Host System(s).

The SPC-2 Workload Generator will utilize the retained data from Persistence Test Run 1 to verify
(Persistence Run 2) the bit patterns written in Persistence Test Run 1 and their corresponding location.

Clause 10.6.9.4
The Full Disclosure Report will contain the following content for the Data Persistence Test:

1. A listing of the SPC-2 Workload Generator commands and parameters used to execute each of
the Test Runs in the Persistence Test.

2. The human readable SPC-2 Test Results File for each of the Test Runs in the Data Persistence
Test.

3. A table from the successful Persistence Test, which contains the results from the test.

Workload Generator Commands and Parameters

The SPC-2 Workload Generator commands and parameters for the Persistence Test Runs are
documented in Appendix E: SPC-2 Workload Generator Execution Commands and Parameters.

Test Results File

A link to the test result file generated from each Data Persistence Test Run is listed below.

Persistence 1 Test Run (write phase) Results File

Persistence 2 Test Run (read phase) Results File
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Data Persistence Test

Test Results

Data Persistence Test Results
Data Persistence Test Number: 1

Total Number of Logical Blocks Written 1,251,363

Total Number of Logical Blocks Re-referenced 17,176

Total Number of Logical Blocks Verified 1,234,187

Total Number of Logical Blocks that Failed Verification 0

Number of Failed I/0 Requests in the process of the Test 0
SPC BENCHMARK 2™ v1.7.0 Full Disclosure Report
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PRICED STORAGE CONFIGURATION AVAILABILITY
DATE

Clause 10.6.9

The committed delivery date for general availability (Availability Date) of all products that comprise
the Priced Storage Configuration must be reported. When the Priced Storage Configuration includes
products or components with different availability dates, the reported Availability Date must be the
date at which all components are committed to be available. All availability dates, whether for
individual components or for the Priced Storage Configuration as a whole, must be disclosed to a
precision of one day.

The Availability Data shall be stated in either a combination of specific alphanumeric month, numeric
day and numeric year or as “Currently Available”.

The SCALEWAY SG1000-UF, as documented in this SPC-2 Full Disclosure Report, is Currently Available for
customer purchase and shipment.

ANOMALIES OR IRREGULARITIES

Clause 10.6.12

The FDR shall include a clear and complete description of any anomalies or irregularities encountered
in the course of executing the SPC-2 benchmark that may in any way call into question the accuracy,
verifiability, or authenticity of information published in this FDR.

There were no anomalies or irregularities encountered during the SPC-2 Audit of the SCALEWAY SG1000-UF.
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APPENDIX A: SPC-2 GLOSSARY

“Decimal” (powers of ten) Measurement Units

» « “ o« ”

In the storage industry, the terms “kilo”, “mega”, “giga“, “tera”, “peta”, and “exa” are commonly used prefixes
for computing performance and capacity. For the purposes of the SPC workload definitions, all of the following
terms are defined in “powers of ten” measurement units.

e A kilobyte (KB) is equal to 1,000 (103) bytes.

e A megabyte (MB) is equal to 1,000,000 (10%) bytes.

e A gigabyte (GB) is equal to 1,000,000,000 (109) bytes.

e A terabyte (TB) is equal to 1,000,000,000,000 (10'2) bytes.

e A petabyte (PB) is equal to 1,000,000,000,000,000 (1015) bytes

e An exabyte (EB) is equal to 1,000,000,000,000,000,000 (1018) bytes

“Binary” (powers of two) Measurement Units

The sizes reported by many operating system components use “powers of two” measurement units rather than
“power of ten” units. The following standardized definitions and terms are also valid and may be used in this
document.

e A kibibyte (KiB) is equal to 1,024 (219) bytes.

e A mebibyte (MiB) is equal to 1,048,576 (229) bytes.

o A gigibyte (GiB) is equal to 1,073,741,824 (23°) bytes.

e A tebibyte (TiB) is equal to 1,099,511,627,776 (240) bytes.

e A pebibyte (PiB) is equal to 1,125,899,906,842,624 (259) bytes.

e An exbibyte (EiB) is equal to 1,152,921,504,606,846,967 (26%) bytes.

SPC-2 Data Repository Definitions

Total ASU Capacity: The total storage capacity read and written in the course of executing the SPC-2
benchmark.

Application Storage Unit (ASU): The logical interface between the storage and SPC-2 Workload
Generator. The ASU is implemented on one or more Logical Volume.

Logical Volume: The division of Addressable Storage Capacity into individually addressable logical units of
storage used in the SPC-2 benchmark. Each Logical Volume is implemented as a single, contiguous address
space.

Addressable Storage Capacity: The total storage (sum of Logical Volumes) that can be read and written
by application programs such as the SPC-2 Workload Generator.

Configured Storage Capacity: This capacity includes the Addressable Storage Capacity and any other
storage (parity disks, hot spares, etc.) necessary to implement the Addressable Storage Capacity.

Physical Storage Capacity: The formatted capacity of all storage devices physically present in the Tested
Storage Configuration (T'SC).

Data Protection Overhead: The storage capacity required to implement the selected level of data
protection.

Required Storage: The amount of Configured Storage Capacity required to implement the Addressable
Storage Configuration, excluding the storage required for the ASU.

Global Storage Overhead: The amount of Physical Storage Capacity that is required for storage subsystem
use and unavailable for use by application programs.

Total Unused Storage: The sum of unused storage capacity within the Physical Storage Capacity,
Configured Storage Capacity, and Addressable Storage Capacity.
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SPC-2 Data Protection Levels

Protected 1: The single point of failure of any storage device in the configuration will not result in
permanent loss of access to or integrity of the SPC-2 Data Repository.

Protected 2: The single point of failure of any component in the configuration will not result in permanent
loss of access to or integrity of the SPC-2 Data Repository.

SPC-2 Test Execution Definitions

Completed I/0 Request: An I/O Request with a Start Time and a Completion Time (see “I/O Completion
Types” illustrated below).

Completion Time: The time recorded by the Workload Generator when an I/0 Request is completed by the
Tested Storage Configuration (TSC) as signaled by System Software.

Data Rate: The data volume, in MB, transferred by all Measured I/0 Requests in an SPC2 Test Run divided
by the length of the Test Run in seconds.

Failed I/O Request: Any I/O Request issued by the SPC-2 Workload Generator that meets one of the
following conditions (see “I/0O Completion Types” illustrated below):

e The I/O Request was signaled as failed by System Software.

e The I/O Request started within the Measurement Interval, but did not complete prior to the end of
the appropriate Run-Out period.

e The I/O Request started within the Run-Out period, but did not complete prior to the end of the
appropriate Ramp-Down period.

I/0 Request Throughput: The total number of Measured I/O Requests in an SPC-2 Test Run divided by the
duration of the Measurement Interval in seconds.

Measured I/O Request: A Completed I/O Request that begins (Start Time) within a Measurement Interval
and completes (Completion Time) prior to the end of the appropriate Ramp Down (see “I/O Completion Types”
illustrated below).

Measurement Interval: A specified, contiguous period of time, after the TSC has reached Steady State,
when data is collected by the Workload Generator to produce the test results for a SPC-2 Test Run (see “SPC-
2 Test Run Components” illustrated below, Test Run 1: T2T3 and Test Run 2: T7-Ts).

Outstanding I/0 Requests: The Outstanding I/O Requests parameter specifies the maximum number of
concurrent I/O Requests, associated with a give Stream, which have been issued but not yet completed.
(Clause 3.4.4 of the SPC-2 Benchmark Specification).

Ramp-Down: A specified, contiguous period of time in which the TSC is required to complete I/O Requests
started but not completed during the preceding Run-Out period. Ramp-Down begins at the end of the
preceding Run-Out period (see “SPC-2 Test Run Components” illustrated below, Test Run 1: T+ Ts and Test
Run 2: Ty-T10). The Workload Generator will not submit any I/0 Requests during the Ramp-Down.

Ramp-Up: A specified, contiguous period of time required for the Benchmark Configuration (BC) to produce
Steady State throughput after the Workload Generator begins submitting I/0 Requests to the TSC for
execution. The Ramp-Up period ends at the beginning of the Measurement Interval (see “SPC-2 Test Run
Components” illustrated below, Test Run 1: To-T2 and Test Run 2: T5-T7).

Response Time: The Response Time of a Measured I/0 Request is its Completion Time minus its Start Time.

Run-Out: A specified, contiguous period of time in which the TSC is required to complete I/0 Requests started
but not completed during the preceding Measurement Interval. The Run-Out period begins at the end of the
preceding Measurement Interval and is a component of the Steady State period (see “SPC-2 Test Run
Components” illustrated below, Test Run 1: Ts-Ts and Test Run 2: To-T19). The Workload Generator will
continue to submit I/O Requests at the Test Run’s specified rate during the Run-Out period.

Start Time: The time recorded by the Workload Generator when an I/O Request is submitted, by the
Workload Generator, to the System Software for execution on the TSC.
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Steady State: The period during which the workload presented to the TSC by the SPC-2 Workload Generator
is constant and the resulting TSC I/O Request Throughput is both consistent and sustainable. The Steady
State period includes both the Measurement Interval and Run-Out periods (see “SPC-2 Test Run Components”
illustrated below, Test Run 1: T1-T4 and Test Run 2: Ts-T)).

Steady State is achieved only after caches in the TSC have filled and as a result the I/O Request Throughput
of the TSC has stabilized.

Stream: A collection of Stream Segments that started within a Test Run.

Stream Segment: A sequentially organized pattern of I/O requests, which transfers a contiguous range of
data.

Test: A collection of Test Phases and or Test Runs sharing a common objective.

Test Phase: A collection of one or more SPC-2 Test Runs sharing a common objective and intended to be run
in a specific sequence.

Test Run: The execution of SPC-2 that produces specific SPC-2 test results. SPC-2 Test

Runs have specified, measured Ramp-Up, Measurement Interval, Run-Out and RampDown periods. “SPC-2
Test Run Components” (see below) illustrates the Ramp-Up, Steady State, Measurement Interval, Run-Out,
and Ramp-Down components contained in two uninterrupted SPC-2 Test Runs (Test Run 1: To-T5 and Test
Run 2: T5-Tho).

Test Run Sequence: A related sequence of Large File Processing (LFP) or Large Database Query (LDQ)
Test Runs. Each Test Run Sequence will consist of five Test Runs, which vary the number of Streams as
follows:

e Test Run 1: Maximum number of Streams, which is selected by the Test Sponsor
e Test Run 2: 50% of the maximum number of Streams used in Test Run 1.

e Test Run 3: 25% of the maximum number of Streams used in Test Run 1.

e Test Run 4: 12.5% of the maximum number of Streams used in Test Run 1.

e Test Run 5: 1 Stream.

Each of the five Test Runs in a Test Run Sequence will share the same attributes with the exception of the
number of Streams. For example:

e Large File Processing, Read, 1024 KiB Transfer Size: Maximum Streams

e Large File Processing, Read, 1024 KiB Transfer Size: 50% of Maximum Streams

e Large File Processing, Read, 1024 KiB Transfer Size: 25% of Maximum Streams

e Large File Processing, Read, 1024 KiB Transfer Size: 12.5% of Maximum Streams
e Large File Processing, Read, 1024 KiB Transfer Size: 1 Stream

Transfer Size: The Transfer Size parameter specifies the number of bytes in KiB to transfer. (Clause 3.4.7
of the SPC-2 Benchmark Specification)
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Time _
Start Completion
L 9
Completed and Measured 1/0’
’C leted and M d If’O."'
O——r ompleted and Measure
Completed /0", P
not a Measured 1/0
P—
S Completed 0™, . Completed I/Q°,
not a Measured I/Q not a Measured 1/O
® - 9
Completed /0%, not a Measured 1/
e A
. 5 o
Failed I/O Failed /O°
® f
Failed I/O
Ramp-Up Measurement Interval Run-Out Ramp-Down
o 2 TJ 4 5
T4 T? Tﬂ TQ T‘!G

Completed and Measured I/O!: I/O started and completed within the Measurement Interval.

Completed and Measured 1/02: I/O started within the Measurement Interval and completed within Ramp

Down.

Completed I/02: 1/0O started before or after the Measurement Interval — not measured.

Completed I/04: 1/0O started before and completed after the Measurement Interval — not measured.

Failed I/O5%: Signaled as failed by System Software.

Failed I/0¢: 1/0 did not complete prior to the end of Ramp-Down.

Failed I/O7: I/O did not complete prior to the end of Run-Out.
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SPC-2 Test Run Components

A
< TestRunh 1 >t Test Run 2 >
«€——— Steady State —————>> «&——— Steady State ———>>
E‘ Ramp|<€ Measurementﬁ, Run Ramp
- ® U Interval Out \pown
2 2 Measurement >| Run Ramp K
'E,ﬁ Ramp Up Interval Out |pown
28
-y
E®
g
£
| » Time
To T:T; T3 Ts4 Ts Tl Te To¢ Tao
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APPENDIX B: CUSTOMER TUNABLE PARAMETERS
AND OPTIONS

The script set_kernel parameters.sh, was invoked to tune all parameters and options.
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APPENDIX C: TESTED STORAGE CONFIGURATION

CREATION

Step 1 - Create RAID volumes

1-1. Launch “MegaRAID Storage Manager” and log in to the storage subsystem.
= - e e
LSI:¢

Server Details

[JUse LDAP Login @

IP Address: | 10.100,240.41

Remote servers:

Discover Host

Usze Configure Host to configure the hosts that wou want to view,

This page displays all the servers that were discovered Choose a server and click on Login to start managing that server,
You will be prompted for entering host credentials while logaing in,

Stop Discove

a Enter User Name & Password

LSIt

X

Configure Host, ,,

Host P Address Server : 10.100.240.41
[UEITENRE [10.100.240.41 Use vour Operating System's login usemame
and password to login the MSM server
User Name: root @
Password: m
Login Mode: Full Access v
Cancel
Login

1-2.

anage GoTo Log Tools Help

CSOEWNQ

1 Server(s) found, Discovery completed,

ial. [EuILA,

Select RAID level to RAID 5, add 5 disks to Drive group, and click “Create Drive Group”

n
LSI:

] Loq Off
’mashhnam [Physical| Logical fa Create Drive Group - Drive Group Settings
[@non N
= LSIZ S
=162 Unconfigured Drives = 4,660, 00-6290
2 Enclosure: SCE4EP (0), Slot; X . ? T
< Enclosure: SCB46P (D). Slot! Eﬁgl‘eetvhee“dnva qroup by specifying the RAID level and Drive security method, Oct172017 031¢
<2 Enclosure: SCB4EP (D), Slat; . This RAID level i sultable for mul : - ™
< Enclosure: SCB4EP (D), Slot RalD 5 - is level is suitable rlmu(\fuselrenwrunmems( atal ase 14
& Enclosure: SCE4EP (U)' Shot or file system) with large 10 size and high propartion of read activity, B0 0x5003048018168 =
e : - Drive security method:
E"E‘”S”m: SCB4EP (0). Slof Select Drive security will make the virtual drive secure by applying encryption logic to B! 0x0
- E:E:::j ggg:gg Eg: g}g: underlving data in the drive. ! 0
= H ., : | 7
< Enclosure: SCB46P (D). Slof D[)ail:agimdmn - Data Protection is a guard that detects corruption of data on media; thereby §
= E“C}USWE: ggg:gg Eg;t g}ﬂt ! system errors caused by silent data corruption (SDC), B3 0x0
< Enclosure! L Slof
:‘)) E:ﬂggﬁ: ggg:ﬁg 53: g}g: Select unconfigured drives: Drive groups: B 0x0
: . 1 I i
Enclosure: SCEASP (01 Slot Type  Cap — @ e RADBus 101021 0 15 00
Enclosure: SCB4EP (0). Slot: = = N
<2 Enclosure: SCB4EP (D), Slot! d Hot Spare Bb 0x0
<2 Enclosure: SCB4EP (D), Slot; -
Enclosure: SCB4EP (), Slot; < Remoye &7 0x0
Enclosure: SCB4EP (0), Slat:
2 Enclosure: SCB46P (D). Slat i 0
Create Drive Group Create Span
‘' count 0
Cancel | [ Back | Next | [ Help ] " ;
aw =
D Error Level Date / Time Description
159 [Informatian. 0] [2019-07-01. 15:14:24 Controller ID: 0 Battery relearn will startin | day -
|44 [Informatian, 0] 2018-07-01. | Controller ID: 0 Time established since power on: Time  2019-07-01, 15:14:05 188 Seconds —
158 [Informatian, 0] |2019-07-01, O Contraller ID: 0 Battery relearn will start in 2 days
0] 12013-07-01, 06:12:14 Controller ID: 0 Time i since power on:  Time 2019-07-D1, 06:12:14 86 Seconds e

44 [!
Displaying log from server
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1-3. Click “Next”

Manage GoTo Log Tools Help

iC9OEW00

Ny
LS

ol LEulLA, Log Off
Create Drive Group - Drive Group Settings
LSI:X
(=652 Unconfigured Drives s 4.660,00-8290 i
2 Enclosure: SCB4EP (D), Slat g " : )
2 Enclosure! SCH46P (0), Slat %ﬁsl‘eaﬂwea“dnva aroup by specifving the RAID level and Drive security method, 0ct 17,2017 0513
e X it 3 113
; Enc}usure: gggzgg Eg; g}n: This RAID level is suitable for multi-user environments{database |
< E:z\szﬁ:: SCR4EP (D), S\Et orfile system) with larqe |0 size and high proportion of read activity, B0 0x5003048018188° =
- : - | Drive security method: .
. E"C}USWE: ggg:gg (g)‘ g}ut | | select - Drive security will make the virual drive secure by applying encryption logic to B! 0x0
_ Enelosure: (D). Siof underlying data in the drive,
Encosue: SCagp (0 S| 22 Poecto 1 o 1
nclosure: ot | o | " . o
. - Disable ~ Data Protection is a guard that detects corruption of data on media; thereby preventing
z E“CJUS‘”E' ggg:g; ﬁg; g}“’i system errors caused by silent data corruption (SDC), B3 0x0
nclosure: L Slo
'i E:ﬂg:ﬂ: ggg:g; Eg; g}g: Select unconfigured drives: Drive groups: . B 0x0
< Enclosure: SCB46P (0), Slot] | | Drive Ture  Cap.. 2330 3108 MegaRiAln(Bus 101 Dav o ks 050
> Enclosure: SCB46P (D). Slot Add> -8 Diivo Groupl: RAD [: 13643 TH
> Enclosure: SCO4EP (D). Slot [ Enclosure: SCHEP (0. Stot: ke 00
P Encmsure: SCI48P (D) Slot Add Hot Spare > < Enclosure: SCB4EP (D), Slot: |
> Enclosure: SC846P (03 Slodf | | = : < Remoge R A £ 00
2 Enclosure: SCB4EP (0), Slot;
2 Enclosure: SCBAEP (0). Slot: i 0
Create Drive Group Create Span
' count 0
(YR -
Cancel ] | Back ] [ Next | [ Help ] f 3
av
D Error Level Date / Time Description
159 Information, 0] [2013-07-01, 15:14:24 Controller ID: 0 Battery relearn will start in | day -
44 Information, 0] 2018-07-01, 1 i Controller ID: 0 Time established since power on: Time  2019-07-01, 15:14:05 193 Seconds =
158 Information, 0] |2019-07-01, 06:12: Controller ID: 0 Battery relearn will start in 2 days
44 0] 12019-07-01, D8:12:14 Controller ID: 0 Time blished since power on: Time 2019-07-01, 06:12:14 86 Seconds
Displaying lag from server

1-4. Specify the parameter for the new RAID-5 group and click “Create Virtual Drive”

Manage GoTo Log Tools Help

iE9OENQ

LSIS¢

r! Create Virtual Drive - Virtual drive settings - E ocess] Loa Off
Dashboard | Physical | Logical R
& ls~
[& noname. LS ey
=} ’ (G0 3108 MegaRAID(Bus 101,Dev 0}
(=652 Unconfigured Drives , =
52() Enclosure: SCA4P (0), Slot: 0, S5 Specify parameters for the new virtual drive, Drive groups: n 4, 680,00-8290
Enclosure: SCB46P (0). Slot: 1. S50 | Wirtual drive name: VD_0 i 15
< Enclosure: SCB46P (D). Sloti 2, §5 ™ Cet a0t &1y
© Enclosure: SC846P (0). Slot: 3, S5 - = - ddress 0 [0450030480181687 =
< Enclosure: SCB4P (D), Slot: 4, S5 | Capacity: 10,3147 Units: [ TB. = i Dri i i
Enclosure: SCB46P (0), Slot: 5, SS| &8 Drive Group3: RAID 5 Available Capacity: 10,914 TE ddress 1 00
(é Enclosure: SCB46P (0). Slot: 6, S50 |nitalization state! | Full Initializati -
2 Enclosure: SCB4EP (0). Slot: 7. S5 - ’ ddress 2 0x0 -
> Enclosure: SCB4EP (D). Slot: 8, SS Shi | B 7
<> Enclosure: SCB46P (0), Slot: 9, 55| SUP size =] Bdress 3 %0
“2 Enclosure: SC846P (0), Slot: 10, 5§ . - -
< Enclosure: SCB46P (0). Slot: 11, 5§| Fead policy: Mo Read Ahead =) ddress 4 [}
< Enclosure: SCB4EP (0). Slot: 12. 39 .
< Enclosure: SCH46P (0), Slot: 13, 5§ | Write palicy: Write Through - ddress 5 0
2 Enclosure: SCB46P (0), Slot: 14, 5§ : :
< Enclosure: SCB4EP (). Slot: 15, 5§ |0 policy! Direct 10~ iddress 6 0x0
< Enclosure: SCB46P (0). Slat: 16. 5§ . -
< Enclosure: SCB46P (0), Slot: 17, 5§ A ey [Read Wit 1 iddress 7 00
<> Enclosure: SC846P (0), Slot: 18, 5| Pecesspeleyt  [Read Wite =
2 Enclosure: SCB4EP (0). Slot: 19, 5§ erCount o
Disk cache policy:  Unchanged -
O m | ¢+ count 0
Update Virtual Drive Create Virtual Drive Rernove Virtual Drive I i -
v
IH
AW Cancel ] I Back ] Next [ Help ] L
D Error Level Date / Time S pestipm ' ]
159 Information, 0] [2019-07-01, 15:14:24 Controller ID: 0 Battery relearn will start in | day ~
44 Information, 0] |2019-07-01, 1 i Controller ID: 0 Time established since power on: Time  2019-07-01, 15:14:05 198 Seconds ==
158 Information, 0] [2019-07-01, 06:12: Controller ID: 0 Battery relearn will start in 2 days
44 Information, 0] [2013-07-01, 06:12:14 Contraller ID: 0 Time blished since power on: Time  2019-07-01, 06:12:14 86 Seconds

Displaying log from server

1-5. Review the summary fo the 1 Drive Group and click Finish.
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egaRAID Storage | - = [lallx
Manage GoTo Log Tools Help
RSO 2NQ
LSI:S
L)
" Create Virtual Drive - Summary - =) =l Loa Off
Dashboard | Physical| L
\ Lsi:t |E
=652 Unconfigured Drives -t
-2 Enclosure: SCB46P (D), - . N . b RE I
| . Review the summary and go back if you need to make corrections, The virtual drive(s) will be created when you click finish,
= Enclosure: SC846P (0)
. : . me Oct 172017 03:1%
< Enclosure: SC846P (0), Summary:
& Enclosure: SCB46P (0), =
& Enclosure: SC845P (0), Capacity 10.914 18 —1 [dress 0 (5003048018168 &
<2 Enclosure: SC846P (D), ldress 1 0«0
» E”E:““’E: gggji Egg Drive group name: Drive Group3
< Enclosure: , N idress 2 00
> Enclosura: SCBABP (1) AAID: Tevel: ) AAID 5
2 Enclosure: SCB46P (0), Number of drives used: 5 ilress 3 0x0
< Enclosure: SCBA6P (0), Drive security method: No Encrypt ion
: SCBABP (0], Data Protection: Disabled |Jdress 4 0:0
 SCBaBP (O, Hot spare No
= + SCB46P (03, dress & 0x0
2 Enclosure: SCBI6P (03, Total capacity: 10.914 TB
< Enclosure: SCB46P (D), Free capacity: 0 Bytes \Jdress 6 =0
<7 Enclosure: SCB46P (0),
2 Enclosure: SCBA6P (0), | | . \fdress 7 0=0
> Enclosurs: SCBIGP (D). V\rtu?\ érwe 1 name: wD_3 s |
-2 Enclosure: SCH4BP (03, Capacity 10.914 TB fCount 0
_ | |/[etable count 0
S—— LY -
Cancel || Back | [ Finish || Help | |F i
avw J |
D Errar Level Description
159 Information. Controller Battery relearn will start in 1 day -
44 Information. Caontroller ID: Time established since power an: Time  2019-07-01. 15:14:06 198 Seconds -
158 Information, Controller ID: Battery relearn will start in 2 days
dd Information, Controller ID: 0 Time blished since power on: Time 2013-07-01, 06:12:14 86 Seconds s
Displaying log from server

1-6.

Repeat 1-2~1-5 steps to create 29, 3™, and 4" RAID-5 drive groups.

Manage GoTo Log Tools Help

T T T
LSIS
@y
Welcome: root [Full Access] Log Off
Dashboard | Physical| Logical
oname 4 Properties
us | M
&9 Drive Group: 0. RAID 5§ . " . l
=-I@ Virual Drive(s): General: Firmvare Version
ig Iv‘g:“a' Drive: D, ¥D.0, 10,914 T8, Opfimal Product Nama AVAGO 3108 MegaRAID Firmware Build Time
& Enclosure: SCBAGP (D), Slot: 0, SSD (SATA), 2,723 TB. Online.(512 B) Sertal No FW-ACLLYJEAAREWA Backend SAS Address 0 r
& Enclosure: SCB4EP (0). Slot: 1, SSD (SATA). 2.729 TB. Online,(512 B)
@ Enclosure: SCBAEP (D). Slot: 2, SSD (SATA). 2,728 TB. Online. (512 B) Vendor ID 01000 Backend SAS Address 1
- Enclosure: SCB46P (0), Slot: 3, 33D (SATA), 2,728 TB. Online, (512 B) =
& Enclosure: SCB4EP (0), Slot: 4, SSD (SATA), 2,723 TE. Online,(512 B) SubVendor ID 0x15d9 Backend SAS Address 2 L
=+ &g Drive Group: 1, RAID §
&3 Virtual Drive(s): Device ID 0x5d Backend SAS Address 3
- @ Wirtual Drive: 1, ¥D_1, 10,814 TB, Optimal
- Drives: SAS Address Backend SAS Address 4
& Enclosure: SCB4EP (0). Slot: 5, SSD (SATA) Online.(512 B)
< Enclosure: SCB46P (0), Slot: 6, SSD (SATA), . Online, (512 B) Boot Error Handling Stop On Errors Backend SAS Address 5
- Enclosure: SCB46P (0), Slot: 7. 35D (SATA), 2,728 TB. Online,(5126) L
& Enclosure: SCB46P (0). Slot: 8, 85D (SATA). 2.723 TB. Online.(512 B) Device Port Count 8 Backend SAS Address 6
& Enclosure: SCB4EP (0). Slot: 9, SSD (SATA). 2.729 TB. Online.(512 B)
= U Drive Group: 2, R&ID 5 Host Inteface PCIE Backend SAS Address 7
=@ Vinual Drive(s):
Yirtual Drive: 2, YD_2, 10,914 TB, Optimal Metadata Size 512 MB Caorrectable ErrorCount
-8 Drives:
& Enclosure: SCBEP (0), Slot: 10, SSD (SATA), 2,729 TB. Online (512 8) Host Port Court 0 Memary uncorrectable court
& Enclusure: SCBEP (0), Slot: 11, S50 (SATA), 2,729 TB, Online,(5128) = || __,, e -
. I —— e ;,,“‘ e o 4 I m »
avw
D Error Level Date / Time Description
159 Information, 0] |2018-07-01, 15:14:24 Controller ID: 0 Battery relearn will startin 1 day -
44 Information, 0] |2019-07-01, 15:14: Controller ID: 0 Time established since power on: Time 2019-07-01, 15:14:05 158 Seconds =
158 Information, 0] | 2019-07-01, D&:12:15 Controller ID: 0 Battery relearn will start in 2 days
44 0] [2015-07-01, 06:12:14 Controller ID:_0_Time established since power an:Time  2019-07-01, 06:12:14 86 Seconds e
Displaying lag fram server

Step 2 - Host Lun Mapping.
2-1.

SPC BENCHMARK 2™ v1.7.0

Open a WEB browser and log in as an admin on the “ONTOPVIEW”.
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7 @ 10.100.240.41/logoutdo

Page 60 of 65
. e
< C A 2| 9% | 10.100.240.41/logout.do

~nx B @

>

ot

(o

ONTOPVIEW

NETCLIPS
Username

admin

Password

SCALEWAY

2-2.

| @ 10.100.24041/fctargetdo

Go to FC Target Page and Click the “Add” button.

BaTG o
x + =ra X
<« C @ o 9# | 10.100.240.41/fctarget.do «* B @ & :
ONTOPVIEW H2A|ZH 29:55 ag admin ~ 0 o
FC Target Fc Target A / SRESLE / FCTarget
e | =t Z3]
Initiator Group Storage Port Host Name Host WWN Disk/File Size (GB) 23 A
=alg % Y HOIE7 gaUr
o|® 1/1 =3 Total 0
: € WEA N YAEDTmane 2z
2-3. Click the “Disk/File Add” button and check the LUNs.
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l @ 10.100.24041/fctarget.do

& C @ 9 2% | 10.100.240.41/ictarget.do

l @ 10.100.24041/fctargetdo

C A F°o| 2% | 10.100.24041/fctarget.do

ONTOPVIEW

FC Target rc Target

< B3

Initiator Group

SPC Test
SPC Test
SPC Test
SPC Test
SPC Test
SPC Test
SPC Test
SPC Test
SPC Test

SPC Test

Storage Port

port4(20:01:00:0e:1e:c2:06:91)
port4(20:01:00:0e:1e:c2:06:91)
port4(20:01:00:0e:1e:c2:06:91)
port4(20:01:00:0e:leic2:06:91)
port3(20:01:00:0e:1e:c2:06:90)
port3(20:01:00:0e:1e:2:06:90)
port3(20:01:00:0e:1e:c2:06:90)
port3(20:01:00:0e:1e:c2:06:90)
port2(20:01:00:0e:1e:e9:b1:e9)

port2(20:01:00:0e:1e:e9:b1:e9)

Step 3 - Ho—Sid Check and Tuning

€ Wk g

createDiskFileAdd

DiskName
mpathe
mpathf

mpathg

Host Name

Server_P3

Server P3

Server_P3

Server_P3

Server_P2

Server P2

Server P2

Server_P2

Server P1

Server P1

Size(G)
12000
12000

12000

Host WWN

21:00:00:24:f1:81:3e:34

21:00:00:24:1:81:32:34

21:00:00:24:1:81:32:34

21:00:00:24:ff:81:3e:34

21:00:00:24:1f:81:3e:35

21:00:00:24:1f:81:3e:35

21:00:00:24::81:3e:35

21:00:00;24:f;81:3e:35

21:00:00:24:1f:81:3e:36

21:00:00:24::81:3e:36

Disk/File
mpathe
mpathf
mpathg
mpathh
mpathe
mpathf
mpathg
mpathh
mpathe

mpathf

Page 61 of 65

)T Mm@ oo

A / 39EE4F / FCTaget
=8|
Size (GB) +5 A
12000
12000 -
12000 A
12000
12000 AR
12000 -
12000 e
12000
12000
12000 e

VAZD T m a0 we

3-1. On the Host System, reboot and type “multipath —II” and check 4 LUNs are mapped, correctly.
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[root@TPC-HPF-01 ~]# multipath
10 14:38:0 missing "{ n line 1 Jete/multipath.conf
10 14:38:0 invalid keyword '{ n lin Jete/multipath.conf
23931373233663639 dm-4 5C5T BIO,mpathg
8ize=11T features='3 queue if no path pg init retries 50
. icy='round-robin O rio=l status=active
active
active
H active
18:0:0: H active Y
26236333730663837 dm-6& SCS5T_BIO,mpathe
5ize=11T =ature 3 _f _no_path pc ini recrie [ hwhandler='0"' wp=rw

' hwhandler='0"' wp=rw

238326430613T73165

5ize=11T featur 3 i n ; g ini 3 [ 1andler="0" wp=rw

i

H H H H

(1

=1

WP=IW

i1}
im
w

i1}
im
w

0o onoonaono
H H H H

i1}
im

Perform a kenel tuning by typing “sh set_kernel_parameters.sh”. No other parameters are needed to be
changed.

favs/module/glaZzxxx/parameters,/gl2xmaxgdepth
fsysfmchL; glaZxxx,/parameters/glZxmaxgdepth
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APPENDIX D: SPC-2 WORKLOAD GENERATOR
STORAGE COMMANDS AND PARAMETER FILES

ASU Pre-Fill

Please see Pre-Fill Params File

Large Database Query Test
Please see LDQ Params File

Large File Processing Test
Please see LFP Params File

Video on Demand Delivery Test
Please see VOD Params File

Persistence Test Run 1 (write phase)

Please see Persistl Params File

SPC-2 Persistence Test Run 2 (read phase)

Please see Persist2 Params File
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SupportingFiles/SPC2_Params-PreFill.txt
SupportingFiles/SPC2_Params-LDQ.txt
SupportingFiles/SPC2_Params-LFP.txt
SupportingFiles/SPC2_Params-VOD.txt
SupportingFiles/SPC2_Params-Persist1.txt
SupportingFiles/SPC2_Params-Persist2.txt

APPENDIX E

APPENDIX E: SPC-2 WORKLOAD GENERATOR
EXECUTION COMMANDS AND PARAMETERS

ASU Pre-Fill, Large Database Query Test, Large File Processing
Test, Video on Demand Delivery Test, and Persistence Test Run
1 (write phase)
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The script run.sh executes the following:

e Kernel parameter tuning
e The required ASU pre-fill
e The SPC-2 Tests:
o Init
o Large File Processing (LFP)
o Large Database Query (LDQ)
o Video on Demand (VOD)
e SPC-2 Persistence — Test Run 1 (write phase)

Persistence Test Run 2 (read phase)

The script run_persistence2.sh, was invoked to execute SPC-2 Persistence Test Run 2 (read phase) after the
required TSC power off/power on cycle.
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SupportingFiles/run.sh
SupportingFiles/run_persistence2.sh

APPENDIX F

APPENDIX F: THIRD PARY QUOTATION

No# : NCA20190923
Date : 2019-09-23

QUOTATION

TO :Telecommunications Technology Association

ATTN : Hyo-Sil Kim
Tel : 010-5110-1847
E-mail :hyosil kim@tta.or.kr
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Power 1o Storage

N(;tClipg

($)
No P/N Description | Q'ty | MSRP | Extended Price
SCALEWAY SG1000
SCALEWAY NAS SG1000-UF Unified Storage System 4U/36bay
CPU : Intel Xeon Silver 4110 2.1GHz, 16G/s FC 4Ports, 4 Ports iSCSI, or 10Gb 2Ports Slot(s) for
1|5SG1000-BAUF36 NAS, 1 44,841 44,841
Dual (PSU+FAN Module), 2GB Cache SAS Raid Controller (12Gb/s SAS 8 Channel),
OS Disk Mirror supported, 36ea SSD travs. Rackmount Kit
SG1S83TB 2.5"SSD 6Gbps 3.84TB 20 4,352 87,040
SGSVC-1000UF 3 Years Support for all configured components with 4h x 24/7 on site service 1 2,948 2,948
OM310GB10M Optical FCcable, LC-LC, MM-50/125, Duplex, LC, wave-length 850nM, 10 Meters 4 110 440
SGSFP-16G 16GB/s FC SFP optical transceiver, LC, Multi-mode, 850nm 4 538 2,152
SGFC16G-2P Host Interface, C43FC-16G, Dual ports 2 2,171 4,342
SGFC16G-4P HBA, FC-16G, Quad ports 1 5,200 5,200
SG8GBDDR4 8GB DIMM modules for SG1000-UF 4 280 1,120
SGRAIDBBU Cache backup Battery (cachevault), bracket 1 1,253 1,253
Total Price 149,336
Discount (%) 75.20%
Discounted Price 37,035

[ REMARKS ]
* Discount based on full-package.
* Shipping and handlingis notincluded in quotation.

*Pricingis in U.S. dollars for product availability, sales, and support in Republic of Korea.
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